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Buss, and Bryan S. Morse

Abstract— Wilderness Search and Rescue (WiSAR) is
a complicated problem requiring thousands of hours of
search over large and complex terrains. Using mini-UAVs to
support WiSAR has the potential to dramatically improve
search efficiency. In this report, we present the results
from a goal-directed task analysis and a partial cognitive
work analysis of the WiSAR problem. The results of these
analyses is translated into a set of tasks that emerge
when a mini-UAV is introduced into the WiSAR domain.
Given these tasks and a set of technologies that provide
fundamental support for the tasks, we report the results
from a series of field trials. These field trials indicate the
need to improve video presentation and to coordinate UAV
resources with ground search resources.

I. I NTRODUCTION

T HE termsUninhabited Aerial Vehicle(UAV), Un-
manned Aerial Vehicle, and Autonomous Mini Air

Vehicle (AMAV) are frequently used to denote aircraft
that do not have humans on board [5, 18]. Unfortunately,
each of these terms is defined by the absence of an
onboard pilot and fails to emphasize the obvious fact that
such aircraft are controlled, to some degree or another,
by humans. The termRemotely Piloted Vehicle(RPV)
is sometimes used in place of UAV, but this term fails
to emphasize the important role of onboard autonomy in
modern UAV control [5, 44]. In this paper, we use the
acronym UAV, but emphasize the joint roles of autonomy
and human interaction.

The exact type of interaction between a human and
onboard autonomy varies widely across UAV platforms.
At one extreme, the Predator UAV, operated by the
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United States Air Force, essentially re-creates a tra-
ditional cockpit inside a ground-based control station,
complete with stick-and-rudder controls. At the other
extreme are architectures employed by research UAVs
that measure atmospheric composition by flying pre-
programmed flight paths to obtain precise scientific
data [21]. The interactions represented by these two
extremes typify Sheridan’s descriptions of teleoperation
and supervisory control, respectively [41, 42].

The presence of these extremes illustrates a key point:
the design of an operator interface and the UAV auton-
omy is essentially a problem of human-robot or human-
machine interaction, and a “catch-all” solution for all
aircraft and all applications is unlikely to emerge. UAV
human interaction design is fundamentally interrelated
with UAV autonomy design, and is essentially a multi-
dimensional trade-off between precision, response time,
neglect tolerance, portability, and team size [11, 36]. To
help system designers balance these tradeoffs, it is de-
sirable to develop autonomy and operator interfaces that
span multiple application domains as much as possible.

The capabilities of a particular combination of air-
frame, autopilot, and control algorithm delineate the set
of affordancesthat frame the human-UAV interaction
space [20, 27] and the set ofconstraintson the kinds of
tasks that can be performed. These affordances implicitly
define the possible control modalities available for hu-
man interaction. Although each UAV application further
adds a unique set of constraints that define the feasible
portion of the interaction space, general observations can
be made regarding the characteristics of various operator
interfaces and UAV autonomy. Application constraints,
especially human factors considerations, can then be
used to eliminate infeasible interaction modes. In this pa-
per, we will use an approach that employs concepts from
various frameworks including “activity-centered design”
[28], “goal directed task analysis” [16], and “cognitive
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work analysis” [45] to design operator interfaces and
autonomy appropriate for a specific application and for
specific end users. We claim that this blend of techniques
yields design concepts that support a human performing
the search.

This technical report explores the problem of wilder-
ness search-and-rescue (WiSAR) using mini-UAVs and
small operator interfaces for controlling the UAV.
Throughout the report, input has been received from
volunteers and subject matter experts from Utah County
Search and Rescue [29]. Although we will focus on the
search phase of wilderness search-and-rescue, much of
the following analysis can directly apply to military and
other civilian surveillance and reconnaissance applica-
tions.

The report is outlined as follows. After surveying
literature, we report results of a goal-directed task anal-
ysis and a cognitive work analysis, resulting in a task
breakdown for UAV-enabled WiSAR. Results from a
cognitive work analysis are then presented, with an
emphasis on the type and flow of information used in
WiSAR.

II. RELATED L ITERATURE AND PREVIOUS WORK

There is a great deal of current research dealing with
the human factors of UAVs. This work usually requires
that the UAV have some level of autonomy. As appro-
priately designed autonomy increases, the following are
desirable attributes of aircraft operation that may also
produced:

• Higher neglect tolerance [11].
• Decreased operator workload [41].
• Better fan-out ratios [14].

However, autonomy has the potential of introducing
numerous negative attributes as well. For example, au-
tonomy can result in:

• Reduced situational awareness [3].
• Difficulty in supervising autonomy [41].
• Increased interaction time [11].
• Increased demands on humans and autonomy, the

“stretched system” effect [48].
Shifting from conceptual to hardware considerations,

the experimental UAVs used in this work are small
and light, with most having wingspans of approximately
42”-50” and flying weights of approximately 2 pounds.
The airframes are derived from flying wing designs,
are propelled by standard electric motors powered by
lithium batteries. The autopilot is built on a small micro-
processor, and is described in [5]. The standard sensor
suite of the aircraft includes:

• 3-axis rate gyroscopes,
• 3-axis accelerometers,
• Static and differential barometric pressure sensors,
• GPS module, and
• Video camera on a gimballed mount.

The test aircraft utilize 900 MHz radio transceivers for
data communication and an analog 2.4 GHz transmitter
for video downlink. To reduce the risks associated with
autonomy while still taking advantage of some of auton-
omy’s benefits, we adopt the hierarchal control system
described in [5]. Higher levels include path-generation
and path-following algorithms, and lower levels include
attitude and altitude stabilization [35].

Typically, UAVs engaged in a search task either re-
quire two operators or a single operator to fill two roles:
a pilot, who “flies” the UAV, and a sensor operator,
who interprets the imagery and other sensors [44]. It is
sometimes useful to include a third person to monitor the
behavior of the pilot and sensor operators, and serves to
protect them and provide greater situation awareness [7,
9].

In this paper, we explore how a suitable operator
interface and sufficient UAV autonomy can simplify the
two roles to the point that one operator can fill both
roles simultaneously or alternately. This objective is an
emerging theme in the human-centered robotics liter-
ature [14, 22, 30, 31]. Although this objective increases
the responsibility of a single operator, it can decrease
the communication and coordination workload associ-
ated with team activities and may therefore reduce the
potential for misunderstanding. The goal is to support
fielded missions in the spirit of Murphy’s work [7, 9],
but to focus on different hardware and operator interface
designs in an effort to complement and extend existing
designs.

In the WiSAR domain, literature related to aerial
search is particularly relevant. In the classical studies on
search theory, one critical factor in designing an optimal
search is determining theinstantaneous probability of
detection by one glimpse[25]. If the observer must
make a target classification decision in real-time, the
search must progress slowly enough that the observer
has time for enough “glimpses” of the potential target to
obtain a satisfactory probability of detection. The goal
of 100% target detection is in continual conflict with the
goal of searching the largest area possible, and finding a
satisficing resolution of a tradeoff [41] must be reached
to enable searchers to cover a wide area of the target
zone while maintaining an acceptable target detection
rate.
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Because the study of UAVs is a relatively new domain,
it is useful to perform human factors analyses of domains
where UAVs can be used. This paper includes such anal-
yses in the form of both goal-directed task analysis [17]
and cognitive work analysis [45]. Cummings [12] created
an extended version of CWA (mCWA) for application
not only to causal systems but also to intentional sys-
tems. mCWA introduces two additional steps: analysis
of global social, organizational, and ethical factors; and
the creation of a simulated domain. In general, both the
mCWA and CWA processes provide an understanding
of the socio-technical context in which workers perform
tasks [45]. mCWA has been applied to naval warfare [13]
and CWA has been applied to a number of domains
including emergency management [45]. Naiker et al. [26]
modified CWA for the design of teams by conducting a
work domain analysis, an activity analysis, and a tabletop
analysis to ascertain the feasibility of the proposed team
designs. Part of a CWA is a work domain analysis
(WDA). This paper differs from most applications of
WDA in that we are applying it to a human based system
rather than a mechanical system.

A relatively recent method for presenting spatial infor-
mation involves the use of computer graphics techniques
to present a synthetic or virtual environment. Multiple
studies in both the manned and unmanned aviation
domains have compared displays in many different con-
figurations and concluded that different perspectives are
appropriate for different tasks [1, 8, 34]. Of particular
relevance is Drury’s paper on using synthetic vision in a
search-related task similar to the WiSAR task described
herein [15]. In another study, the authors compare 3-D
with 2-D viewpoints in an aviation task [46]. Ultimately,
all synthetic environment displays are a 2D projection of
a 3D space, so it may be that two or more perspectives,
with the possibility of switching between them, are
necessary to provide sufficient situation awareness to
support a WiSAR task.

Finally, it is important to note that the analysis in
this paper relies heavily on seminal work in human
factors, aviation, situation awareness, etc. [16, 41, 42,
47]. Of particular relevance is the levels of autonomy
presented in [43] and extended to more general types of
automation in two other important papers [24, 32]. This
paper emphasizes control and display autonomy, leaving
sensing and decision-aiding autonomy to future work.

III. F UNDAMENTAL WISAR ACTIVITIES: WISAR
TASK ANALYSIS

One of the initial steps in developing a WiSAR system
is the identification of the fundamental activities that
can be performed autonomously by mini-UAVS. This
paper reports results from two task analysis techniques:
Goal Directed Task Analysis [17] and Cognitive Work
Analysis [12, 45]. The Utah Country Search and Res-
cue subject matter experts provided information and
reviewed the analysis results. We use the results from
the goal-directed task analysis to identify what tasks
can be delegated to a UAV, and then use the cognitive
work analysis to identify information requirements that
influence the design of an operator interface.

The Goal Directed Task Analysis (GDTA) was per-
formed in order to understand the wilderness search
process by identifying the user’s goals, decisions, and
ideal information requirements. GDTA is not bound to
the current system, and permits identification of potential
system improvements. The GDTA has four stages: goal
hierarchy development, conducting interviews, develop-
ing the goal-decision-SA (situation-awareness) structure,
and obtaining feedback.

The GDTA identified six unique high-level WiSAR
goals along with a number of subgoals, decision ques-
tions, and information requirements. The overall GDTA
is summarized in Figure 1 and a detailed breakdown is
presented in Figure 2. This detailed breakdown empha-
sizes that the the overall goal is the rescue or recovery
of the mission person.

The first responders have three priorities that they
strive to achieve. The first priority is their own personal
safety. This is an inherent priority for all first responders
and is therefore not represented as a goal in the GDTA.
If conditions permit, the second priority is to locate
and rescue the missing person. If the rescue fails, the
third priority is to locate and recover the missing person.
These two final priorities are represented by the overall
GDTA goal of rescue/recovering the missing person.

This paper’s focus is on developing UAV capabilities
to support more efficient WiSAR with less risk exposure
to the human responders. Therefore, emphasis is placed
on the search plan (goal 3.0) and executing the search
plan (goal 4.0) goals. For completeness, a brief overview
of the stage preparation goal (goal 1.0), acquisition of the
missing person description goal (goal 2.0), recovery goal
(goal 5.0), and debriefing goal (goal 6.0) is provided.
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Fig. 1. Information flow in the WiSAR domain.

A. Stage Preparation - Goal 1.0

The WiSAR process begins when someone grows
concerned over a missing friend or relative. This person,
known as the reporting party, contacts the appropriate
authorities (such as a 911 call center), as represented by
goal 1.0 Stage Preparation, in Figure 2. The recipient
of the phone call must collect the incident information
(goal 1.1). The recipient of the phone call attempts to
determine from the reporting party where the missing
person was last seen, a description of the missing person,
and the reporting party’s contact information. The call
recipient then determines who should be contacted based
upon the chain of authority and places an activation call
(goal 1.2).

Once the activated individuals are assembled, they
assess the nature of the incident, where the incident
scene is located, potential environmental conditions, and
what equipment is required for the response (goal 1.3).
The assembled personnel deploy additional necessary
personnel, including WiSAR personnel to the incident
scene assembly point. If the call goes to the WiSAR
team, the responder team, which is primarily composed
of volunteers, arrives at a predetermined site and sets up
a command center.

B. Missing Person Description - Goal 2.0

While the responders are organizing at the assembly
point, additional personnel collect the details of the
potential incident and missing person; see goal 2.0
Acquire Missing Person Descriptionin Figure 2. Au-
thorities locate and question the reporting party in order
to verify the information obtained from the reporting
party by the call recipient (goal 2.1). Authorities will
also obtain additional information from the reporting
party and other relevant individuals (e.g. family and
friends) in order to obtain details on the missing person’s
clothing, appearance, and possessions (goal 2.1) for the
missing person profile see Figure 3. Such information is
very important in assisting the searchers when analyzing
possible sightings and clues. Equally important are the
missing person’s personality, mental and physical health,
intentions, experience with the terrain, last known direc-
tion of travel, and any other information that may provide
an indication of what the missing person’s reaction will
be given the situation. This information is employed to
develop a missing person profile that is used by the
searchers to determine what to look for and where to
look.

The incident commander and responders must compile
their assumptions regarding the missing person’s intent
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Fig. 2. The overall WiSAR GDTA results for all high-level goals.
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Fig. 3. The WiSAR GDTA Missing Person Profile information
requirements.

Fig. 4. The WiSAR GDTA Environment information requirements.

(goal 2.2). These assumptions are formulated based upon
the developed missing person profile, the environmental
conditions (Figure 4), intuition, and statistics regarding
human behavior.

C. Search Plan - Goal 3.0

The third goal for the WiSAR response requires the
WiSAR team to develop a prioritized search plan; see
goal 3.0,Develop Search Planin Figure 5. The devel-
opment of the overall search plan incorporates the six
subgoals shown in Figure 5. The incident commander
employs the search plan when determining how to de-
ploy the available resources to perform the actual search.

1) Establish perimeter - Goal 3.1:The WiSAR
team’s first objective is to determine, along with the inci-
dent commander, the search area perimeter. The intent is
to constrain the search area based upon considering the
missing person’s profile regarding physical health and
limitations, wilderness skills, last known position and
direction, and possessions as illustrated in Figure 3. En-
vironmental factors (Figure 4) such as terrain, weather,
etc. will directly feed into the determination of the
perimeter. The perimeter decision is also influenced by
the time that has transpired since the initial phone call
and the search results obtain thus far (individuals typi-
cally conduct a limited search as soon as they determine
someone is missing). The determination of the search
perimeter plays a vital role in developing the search plan.

2) Assign priority to clues - Goal 3.2:As information
is gathered and the search progresses, priority is assigned
to the incoming information to determine its relevance.
Since this search is an on-going activity, the assignment
of priority to the gathered information will assist in
determining how the search proceeds.

3) Update map/information - Goal 3.3:A search map
is maintained throughout the search process. This map
is updated as information is received and prioritized.
Updating the map requires information pertaining to
the search perimeter, the environmental conditions, the
missing person profile, areas previously searched, and an
anticipated or predicted missing person trajectory. The
projection of the missing person’s trajectory through the
defined search area is based upon the missing person
profile and the environmental conditions. This updated
map and information are then fed into the determination
of the search priority pattern.

4) Priority pattern - Goal 3.4:The objective of estab-
lishing the search priority pattern is to identify the value
of searching areas within the incident perimeter. The
incident commander must factor the missing person pro-
file and environmental conditions into a set of heuristics
in order to determine probabilities associated with the
areas within the search perimeter. An example of such
a heuristic is the observation that an autistic child may
move in an uphill direction whereas many other people
will tend to move downhill. Probabilities are assigned to
the search area in order to guide the final search plan
development. The priority pattern requires consideration
of the search thoroughness and results from models and
simulations.

The level of search thoroughness may be represented
as a probability of detecting the missing person or a
sign of the person. It is necessary to specify the level of
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Fig. 5. The detailed WiSAR GDTA 3.0 goal - Develop Search Plan.
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thoroughness since dedicating too much time and effort
to one area prevents searchers from searching other areas
within the perimeter. A coarse search technique may be
possible if the missing person can hear, see, or call-
out to searchers (a constraint that is not always satisfied
with very old, very young, disabled, or injured missing
persons [40]. Similarly, a coarse search may be possible
if expected cues are easy to detect, such as knowledge
that the missing person is wearing a bright orange rain
coat.

The determination of the priority pattern is also depen-
dent upon the possible search methods to be employed.
Four qualitatively different types of search strategies1 are
used in WiSAR, they are:

• Hasty/heuristic,
• Confining,
• High probability region, and
• Exhaustive.

a) Hasty Search:WiSAR searches often begin with
a hasty search, rapidly checking areas and directions
that offer the highest probability of detecting the miss-
ing person, determining the missing person’s direction
of travel, or finding some clue regarding the missing
person’s location. This search is considered “hasty”
because the longer the searchers wait, the lower the
probability that this type of search strategy will yield
useful information. The incident commander will often
initially employ canine and “man-tracking” teams to
follow the missing person’s trail. This technique can be
considered part of the hasty search. Additionally, a hasty
search can facilitate the execution of constraining and
priority searches by providing information regarding the
missing person’s possible location.

b) Constraining Search:The initial search efforts
often include aconstraining searchin addition to the
hasty search. The purpose of the constraining search is
to find clues that limit the search area; this type of search
is termed a “perimeter” search. As an example of the
constraining search strategy, if there is a natural ridge
with only a few passages, searchers will inspect the trails
through the ridge for signs of the missing person in order
to restrict their efforts to one side of the ridge or the
other. It is important to note that every search strategy

1Note that we use the phrase “search strategy” to indicate some form
of informed method of executing a search. In [40], the term “strategy”
is restricted “to the process of establishing a probable search area most
likely to contain the subject” and the term “tactics” refers to “explicit
methods used to deploy search resources into that area.” Thus, in the
parlance of [40], our use of the phrase “search strategy” would more
accurately be referred to as “search tactics”.

that fails to find the missing person or identify additional
information does serve to constrain the search.

c) High Probability Region Search:Results from
hasty and constraining searches are often used to inform
search inhigh probability regions. As information from
these searches and the likely behavior of the missing
person becomes available, the command center divides
the search area into sections. These sections are drawn
onto maps that are distributed to the searchers as they
arrive in order to provide a common language and frame
of reference with which to chart the search progress.
The incident commander can estimate the probability
of finding the missing person in the various sections of
the map based upon a combination of experience born
of intuition, empirical statistics, consensus, and natural
barriers [40]. The incident commander then deploys the
search teams with the appropriate skills to examine the
areas of highest probability. The search teams report their
findings as well as an assessment of the thoroughness
of coverage as they search an area. The reports allow
the incident commander to revise priorities and reassign
resources to different areas.

d) Exhaustive Search:As the search continues, the
priority search turns into anexhaustive searchwith the
incident commander directing the systematic coverage
of the entire area using appropriate search patterns.
An exhaustive search is typified by “combing” an area
wherein searchers form a line and systematically walk
through an area. Such a search typically indicates that
other more effective search strategies have failed to yield
useful information. Exhaustive searches may not find
the missing person, but they can produce clues (such
as discarded food wrappers or clothing) that indicate the
presence of the missing person at some point in time.
If the exhaustive search produces new information, the
incident commander may return to a form of prioritized
search.

5) Organize resources for search execution - Goal
3.5: The purpose of organizing the resources for the
search is to determine exactly how the search should
proceed. The search will change over time based upon
employed search techniques and the information ob-
tained via the search. The commander employs the miss-
ing person profile, the environmental information, the
updated map (goal 3.3), the priority pattern (goal 3.4),
knowledge of available search resources, WiSAR team
capabilities, and knowledge of the search techniques to
determine how to proceed.

6) Communicate search plan - Goal 3.6:Once the
incident commander determines how to proceed, the
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search plan must be communicated to the relevant indi-
viduals. Personnel may be waiting for instructions at the
assembly point, or they may be actively searching. The
commander requires the search plan, communication in-
formation and knowledge of the search teams’ locations
in order to effectively communicate the plan.

D. Execution of Search Plan - Goal 4.0

The incident commander assigns teams to a particular
search technique and search area. The search teams are
responsible for executing the search and they have four
primary sub-goals, as shown in Figure 6. The search
team is expected to execute the search plan (goal 4.1)
while searching for evidence (goal 4.2), ensuring their
personal safety (goal 4.3), and communicating their
findings (goal 4.4).

1) Follow Plan - Goal 4.1: While following the
search plan, the search team reports their progress to
the incident commander; such reports may be at sched-
uled intervals and may be made indirectly through a
hierarchical organizational structure. The searchers must
also monitor their progress based upon the defined
search area and an associated map. Frequently it is
difficult for the search teams to completely satisfy the
incident commander’s requirements. Environmental el-
ements such as water, weather, vegetation, and rugged
terrain may force the searchers to deviate from the
planned search. Moreover, the precise implementation of
the search varies across teams due to challenges, such
as available equipment and the technical skills of the
searchers.

2) Find signs - Goal 4.2: Throughout the search
process the team looks for evidence, or the lack of
evidence, of the missing person’s recent presence in the
area. The team looks for items the missing person had
in his or her possession, foot prints, natural disruption
to the environment as individuals pass through it, etc.

3) Stay safe - Goal 4.3:Continuously throughout the
search process the search team members’ first priority is
their own safety. There are a large number of potential
hazards to the search team members that they must
monitor based upon the environmental conditions and
other conditions present in the area.

4) Communicate acquired information - Goal 4.4:
As the team gathers information, they must make a
determination regarding whether or not to communicate
it to others. If the information needs to be commu-
nicated, searchers must determine to whom it should
be communicated. The communication must include the
actual information, an assessment of the information

importance, and perhaps an assessment of the teams’
thoroughness when collecting the information.

E. Recovery- Goal 5.0 and Debriefing - Goal 6.0

The overall GDTA shown Figure 2 includes two
additional goals representing the recovery of the missing
person and a team debriefing. The recovery (goal 5.0)
requires first aid to be administered to the missing person
followed by the extraction, recovery, and rescue of the
missing person. Extraction may involve technical search
expertise, such as using ropes to remove a person from
a hard to reach area. Extraction requires the missing
person to be removed from a precarious location while
recovery is simply accessing a missing person who
is easily reached. The rescue involves transporting the
missing person to safety. The team debriefing reviews
the incident background, the WiSAR search process, and
any suggested process improvements.

IV. CWA OF WISAR

Although the GDTA provides a clear delineation of
the situation awareness information requirements, it does
not represent timing sequences. Therefore, the results of
the GDTA are often difficult to apply directly to the
design of an operator interface in support of the full
process. A Cognitive Work Analysis (CWA) provides
information regarding timing sequences and an under-
standing of the socio-technical context in which workers
perform tasks. CWA is a constraint-based approach that
provides an overarching framework yielding insight into
unanticipated scenarios, although it does not focus on
the situation awareness requirements.

The CWA process [45] is employed, in this context,
to model a causal system. CWA consists of five stages:
Work Domain Analysis (WDA), constraint based task
analysis (CbTA), analysis of effective strategies, analysis
of social and organizational factors, and identification of
demands on worker competencies. A limited version of
the CWA has been performed for this work focusing on
the work domain analysis (WDA) and the constraint-
based task analysis (CbTA), which has been conducted
to guide the development of an operator interface sup-
porting the WiSAR mission.

A. Work Domain Analysis

The first step of the CWA is a work domain analysis
(WDA). The purpose of a WDA is to identify the
functional structure within the domain by determining
the information requirements necessary for handling
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Fig. 6. The detailed WiSAR GDTA 4.0 goal - Develop Search Plan.

unfamiliar or unanticipated events [45]. The system
being controlled represents the work domain. Note that
the work domain does not focus on particular workers,
technology, tasks, goals, or operator interfaces.

Work domain analysis is often represented graphically
as anabstraction-decompositionspace [45]. Abstraction
decomposition focuses on understanding the relation-
ships between subsystems and parts. The top of the
abstraction-decomposition space represents a part-whole
system decomposition. The abstraction-decomposition
space for the WiSAR response is provided in Figure 7.
The left-side of the decomposition represents the means-
ends abstraction decomposition containing five levels
that begin at the most abstract level and become more
defined.

The representation of the WiSAR process as a system
results in the identification of four abstract functions
that represent sub-systems. These sub-systems represent
the safety of the responders,information acquisition,
information analysis, and therescue. The information
acquisition process incorporates the actual search process
while the information analysis process, by contrast, is
the process of evaluating information and (re-)planning
the search. Information acquisition and analysis are the
key abstract functions that must be managed by a human
through an operator interface; thus, these two functions
will receive most of the attention in this section.

According to the WDA process, the four abstract
sub-systems are further decomposed into a hierarchical

representation consisting of the following elements:ab-
stract functionalunits, general functionalunits, process
units, and requiredcomponentsandobjects. The decom-
position identifies the work domain requirements and
constraints that are to be satisfied when designing the
human-UAV interaction.

1) Safety: The safety of responders incorporates the
general functions of monitoring safety via predefined
procedures and common sense. The responder safety
is also determined by the teams’ conditioning, training,
equipment, and preparation.

2) Information Acquisition:The information acquisi-
tion function requires two functional units: thesearch
executionand thecommunicating informationfunctions.

The general functions associated with search execu-
tion are the four search techniques: hasty, constrained,
high probability region, and exhaustive, as described
in Section III. Each of these general search functions
incorporates the processes of searching for signs of
the missing person, covering terrain, and observing the
terrain. Each of these processes, in turn, requires not only
the actual search plan but also the appropriate technical
equipment and training including the search plan. The
searching for signs of the missing personprocess some-
times incorporates dogs; this process requires the missing
person profile and the environmental profile. Thecover
terrain process incorporates maps of the search area,
planes and helicopters, technical equipment, the missing
person profile, and a profile of the environment. Finally,
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Fig. 7. The WiSAR Work Domain Analysis abstraction-decomposition space.
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the observing the terrainprocess requires maps of the
area, the environmental profile, and the missing person
profile.

One general function associated with the communi-
cating information function is interviewing relevant wit-
nesses and bystanders. This function requires knowledge
of the missing person profile and the environmental
profile. The communication of information acquired via
interviews (and communicating the search plan/progress)
requires employing radios and knowledge of the environ-
ment, as the radios may not function in all areas, to relay
the information.

3) Information Analysis: The information analysis
function transforms incoming information into either a
refined search plan or a rescue plan. Thus, information
analysis may more concretely be defined as search plan-
ning. The search planning function is decomposed into
the general functions ofestablishing a search perime-
ter, localizing the location of the missing person, and
developing/updating a search plan.

Connecting the general function and process levels,
the establishment of the search perimeter and search
plan both require more concrete assessment of the value
and meaning of the gathered information, integrating
information into the maps and models, integrating model
information, assessing and updating the probability of
the missing person’s location, assessing the danger and
feasibility of various actions, and creating/updating a
search plan.

Assessing and updating the probability of the missing
person’s location requires the missing person profile,
the environmental profile, maps, modeling tools, and
knowledge of the search plan currently being executed.
The integration of the prioritized search information into
existing maps and models requires the models and maps.
The analysis of the missing person’s needs requires
knowledge of the missing person profile, the environ-
mental profile, and maps of the area. The search process
also involves the function of assessing and updating
the probability of the missing person’s location. This
involves updating the models and maps based upon
the missing person profile, the environmental profile,
training, the modeling tools, and the current search plan.

The process of assessing danger and feasibility of
potential actions requires knowledge of the missing
person profile, the environmental profile, maps, technical
equipment, available resources such as dogs, planes and
helicopters, and personnel training levels/capabilities.

Finally, the information analysis function results in the
creation of a search plan. The search plan requires all

the objects required for assessing potential actions along
with the old plan. The old plan is then replaced by the
current plan.

4) Rescue:The rescue sub-system is actually rep-
resented by three abstract functional units:rescue, ex-
traction, andrecovery. Extraction is further decomposed
into extracting and immobilizing the missing person
from a precarious position such as a crevice. Both of
these functions require knowledge of the missing person
profile, the environmental profile, training, and technical
equipment. In some cases, it may also involve the use
of a helicopter.

Recovery occurs when the person has not been rescued
in time and has died as a result of exposure or injuries.
Recovery is further decomposed into a coroner evalua-
tion and the actual removal of the body. The removal of
the body will require the environmental profile, technical
equipment, personnel training, and possibly helicopters.

The rescue is decomposed into guiding the missing
person to safety and reuniting the individual with con-
cerned parties. Guiding the missing person to safety
requires knowledge of the environmental profile, maps,
and potentially technical equipment and helicopters.

B. Control Task Analysis

Although the WDA provides information pertaining
to the work domain constraints along with an overall
system perspective, it does not provide enough insight
into the actions, information and relationships required
for decision-making [45]. Such insight is necessary in
designing an operator interface for the UAV search team,
we must proceed to the second stage of the CWA, the
control task analysis. The control task analysis is critical
to identifying where new technology and systems may
be used to support the search. We use a Constraint-
based Task Analysis (CbTA) as the task-modeling tool
employed for the control task analysis in this paper.

The CbTA represents the connection between an
action and its goal via an action-means-end relation-
ship [45]. This connection is the critical factor that
determines how information is provided to a human
via an operator interface to support a WiSAR mission.
Thus, the CbTA provides theinformation requirements
necessary for achieving goals in a flexible and situated
manner for recurring situations. Importantly, the CbTA
identifies what is to be done independent of any partic-
ular actor, thus implying that these requirements can be
employed either by a traditional search team or to guide
the formation of the WiSAR technology.
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Fig. 8. The overall WiSAR constraint based tasks analysis decision ladder.
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It is important that the information requirements are
represented in a way that allows a designer to understand
and respond to them. The typical means of representing
the CbTA is a decision ladder. Figure 8 provides the de-
cision ladder representing the overall WiSAR response.
The rectangles represent the information processing ac-
tivities and the ovals represent the state of knowledge
that is obtained from the information processing. The
arrows represent the process flow.

The WiSAR personnel begin the cycle with their
training that places them in a state from which they are
able to respond to an event. Upon receiving notification
of a missing person, the appropriate WiSAR personnel
are activated. Once on scene, the WiSAR personnel
acquire initial information from the witnesses, family
members, and bystanders. This information leads to up-
dating the information pertaining to the missing person’s
whereabouts and results in current information that can
then be employed to plan the search process. The result
is a search plan that is delegated to WiSAR teams to
execute. Throughout the search execution, the conditions
are monitored for safety considerations and the search
may be called off or scaled back at any time.

As information is acquired throughout the search
process, it is communicated to the appropriate parties,
including incident command. When new information
arrives, the existing information is updated and the
search plan may be modified and reissued.

The process of integrating incoming information with
existing information, and the resulting updating or mod-
ifying the search plan, is quite involved. A more detailed
decision ladder of these activities is provided in Figure 9.

The information processing activity leads to clues hav-
ing priorities assigned to them and an updated priority
pattern and map. As search teams complete their assign-
ments, the information will lead to an update regarding
the available search resources. The provided information
will also provide current environmental conditions, an
updated missing person profile, and the projected path
of the missing person. The result is a set of current
information that is employed to develop the search plan.
The search plan development requires consideration of
the four types of search: hasty, constraining, high proba-
bility region, and exhaustive based upon the most recent
information.

When the missing person is located, their location
must be communicated to the incident commander so
that a plan may be developed based upon the situation:
a trapped person will have to be extracted; a person who
has perished will have to be recovered; and all other

individuals will be lead to safety and reunited with the
appropriate concerned parties. Throughout the extraction
and rescue activities, the missing person’s needs are
monitored.

Once the missing person is found and returned, a
debriefing of all responding personnel is conducted. The
debriefing serves two purposes. First, it serves to inform
the concerned parties of the situation. Second, it serves
as an assessment of what aspects of the process worked
well or require improvement in the future. This process
results in updating the training of the WiSAR personnel.

V. ACTIVITY ANALYSIS AND TASK BREAKDOWN

The introduction of UAV technology into the WiSAR
domain must provide information as identified in the
GDTA and CWA. When the results from these analyses
is combined with existing technologies, a set of tasks
emerge that must be performed to successfully complete
a UAV-enabled wilderness search. This section discusses
these tasks.

A. UAV-Enabled WiSAR: Task Breakdown

There are a number of different consequences that
must be considered when integrating a new technology
into the existing WiSAR process. These consequences
include new responsibilities imposed on the searchers,
shifts in responsibilities for the searchers, modifications
of and integration into existing processes, and changes
in how information flows.

UAV-enabled search is an enormously complex activ-
ity requiring closely integrated human interaction with
both the operator interfaces and on-board autonomy.
Figure 10 provides a task-breakdown of UAV-enabled
WiSAR. This breakdown was obtained by combining
results from the GDTA, observations from field tests, and
an activity analysis patterned after the frameworks in [28,
32, 43]. This breakdown identifies three new responsi-
bilities for the WiSAR search personnel: monitoring the
UAV, deployment of the UAV, and retrieval of the UAV.
Maintaining the UAV is a fourth new responsibility, but
we omit a discussion of this responsibility in the interest
of space.

The task breakdown in Figure 10 uses the terms
“Search for Evidence” and “Constrain Search” to repre-
sent search-related tasks that have been altered by the
introduction of UAVs. Sections V-C and V-D discuss
these two tasks. Prior to doing so, we briefly discuss
deployment, retrieval, and monitoring.
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Fig. 9. The constraint based tasks analysis decision ladder for developing a search plan.

B. Deployment, Monitoring, and Retrieval

When a portion of a task is automated, the responsi-
bility of the human shifts from performing the task to
managing the autonomy that performs the task [49]. This
shift introduces new responsibilities for the human. The
first set of design requirements delineate how these new
responsibilities must be performed. These new respon-
sibilities associated with UAV-enabled search include
deploying, retrieving, and monitoring the health of the
UAV.

1) Deployment: The deployment phase commences
once the preflight steps are completed. The deployment

phase requires the UAV to take-off, climb to cruise
altitude, and navigate to the point at which the search is
to commence as identified in the GDTA from Section III.
For example, the starting point for a hasty search will
likely be the point the missing person was last seen.

Operator Interface. The deployment phase requires
that the operator interface support preflight procedures,
portray the relationship between the launch point and the
search start point, and allow the operator to control travel
between the launch and search start point. Preflight steps
include checking all sensors and actuators, recording the
home base GPS coordinates, and validating the proper
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Fig. 10. Hierarchical task breakdown of UAV-enabled search.

setting of the controller parameters. The initial flight plan
is then selected.

Autonomy. The initial flight plan typically consists
of an autonomous spiral to the selected height (altitude)
above the ground, at which point the UAV enters an
autonomous loiter pattern until further instructions are
provided [36]. During testing, an R/C2 pilot is prepared
to assume control of the UAV if problems arise.

2) Monitoring: Aircraft status anomalies, battery life,
and other UAV health information must be efficiently
communicated to the UAV operator. Since this informa-
tion must be monitored throughout all mission phases,
Figure 10 depicts the monitoring task spanning all other
stages.

Operator Interface. The operator interface must
allow the operator to confirm nominal behavior and
to detect anomalies. The relevant information includes
the status of communication channels, the existence or
absence of a GPS lock, and remaining battery life.
Attention management aides can assist the operator’s
attention allocation to status information, though this is
is a non-trivial problem since warnings and alerts can
increase workload and disrupt critical control tasks [2,
39, 47]. Currently, the UAV health status is presented
visually, though future work will explore the integration
of audio and haptic cues as there is some evidence
that these sensory channels can guide attention without
overloading the visual channel [47].

Autonomy. The autopilot and ground control sta-
tion employed in this work includes failsafe autonomy

2R/C = Radio Controlled.

modes. An example of such a failsafe mode occurs when
communication with the ground station is lost for an
extended time period, the UAV automatically returns to
the home base (where communications are likely to be
restored or an R/C pilot can assume control).

3) Retrieval: Similar to the challenges of deploying
the UAV, retrieval is not a trivial task. UAV Retrieval
requires navigating the UAV to the retrieval point; which
can differ from the launch point or the home base. The
retrieval point during WiSAR may shift locations due to
changing weather conditions or discovering a location
that better supports communications.

Operator Interface. The key pieces of information
required for UAV landing includes a landing point and
an approach vector that determines the direction from
which the UAV flies to the landing point. Given the
autonomy described in the next paragraph, the operator
interface must support the human’s ability (a) to identify
a landing point and (b) to select an approach vector that
is compatible with the terrain and weather conditions.
The approach vector is selected such that the approach
does not require the UAV to fly through trees. The
operator interface should also present the UAV’s last
known GPS location in case the UAV crashes.

Autonomy. Landing has been addressed in [4, 36].
The UAV automatically flies to a GPS point that is an
empirically selected distance from the landing point, then
the UAV spirals down to a predetermined height above
the ground. Upon reaching this height, the UAV breaks
out of the spiral and flies the approach vector to the
landing point.
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C. Searching for Evidence

The introduction of new technology and the resulting
new responsibilities imposed on the operator represent
only one consideration. The new technology will also
change the nature of how previous responsibilities are
performed. Recall that the objective of the search process
is to gather evidence regarding where the missing person
is or, almost as valuable, where the missing person is
not located. Without a UAV, this evidence is obtained
by ground-based search teams or manned aircraft. With
a UAV, locating a missing person via a UAV will require
remote video feedback.

The basic steps for a successful UAV-enabled search
include (a) aiming the camera to make it likely that
visual evidence (either the missing person or some clue
about the missing person) appears in the video, and then
(b) identifying the evidence’s location in order to guide
the rescue team to the missing person. A successful
rescue is characterized by rapidly locating a clue toward
the missing person’s location, since survivability drops
as time progresses. In the remainder of this section, we
use of the generic term “sign” to include any potential
clue about the location of the missing person.

1) Overview: The objective of the searching task
during a visual search is to obtain images in which a
sign (at least theoretically) is visible by someone viewing
the video. This subtask dominates the UAV’s flight
time and consists of three activities: gathering imagery,
scanning imagery, and recording potential signs. The
gather imageryactivity is the fundamental obligation
of this subtask and the UAV operator is responsible
for directing this subtask. Therecord potential signs
activity is necessary to support (a) offline image analysis
and (b) localizing the sign for rescue teams. Thescan
imageryactivity is not always necessary for completing
an exhaustive search, but is necessary if the UAV’s
trajectory is reactively modified when a potential sign
is visible in an image.

2) Gather Imagery:The gather imagery activity re-
quires the UAV to fly in such a way as to acquire
imagery of the search area. Imagery is acquired by
planning a path, flying the UAV, and controlling the
camera viewpoint to ensure that imagery is obtained of
the completesearch area. The speed and path of the
camera’s footprint over the ground are the key control
variables [25], and the completeness and efficiency of
the search are the key performance measures. The path
should maximize the probability of locating a sign in the
shortest possible time. This task can be simplified by
introducing autonomous algorithms that systematically

implement the desired search plan.
3) Scan Imagery:Finding items of interest in the

provided imagery is a surprisingly challenging task for
an autonomous algorithm. Some search strategies, such
as the hasty search strategy, require a human operator
to reactively modify the UAVs flight path if a potential
sign is found. Such reactive flights require at least a
cursory analysis of the imagery so that the operator
can view a potential sign, determine the sign’s location
relative to the UAV, and modify the UAV’s path in
response. Pixel density, field of view, image stability,
and the contrast between sign and background are the
key control variables; and the key performance variable
is the probability of detection given that a sign is in an
image.

4) Record Potential Signs:The UAV operator will
make a preliminary classification of the imagery which
will likely include recording potential signs as he or she
scans the imagery. This task includes not only saving
imagery for a more detailed analysis such as in the
localization subtask, but also labelling the imagery with
identifying information. This is clearly an action that can
be simplified via a well-designed operator interface that
allows images and features to be referenced to salient
features of the real environment (such as GPS locations
or significant landmarks). Potential signs are recorded
in world coordinates and are then employed by ground
searchers.

D. Constrain Search

Constraining the search is an important objective
for UAV-enabled search. Finding the missing person
effectually constrains the search area to a single point
and allows for rescue or recovery, but finding a sign or
changing priorities because no evidence is found is also
an important constraint. Thus, constraining search in-
cludes two basic tasks: localizing a sign, and concluding
that there is not sufficient evidence to justify continued
search in a particular area. We will use the generic phrase
locating signto indicate both finding a sign as well as
concluding that an area does not merit further search.
Although automated target recognition technologies exist
(see, for example, [37]), this paper restricts attention to
sign detection performed by the UAV operator.

1) Overview: Locating a sign with a UAV requires
three activities: analyzing imagery, localizing sign, and
refining the imagery, which may require further imagery
be acquired. The first two activities are the fundamental
obligations of image analysis and the third activity is
frequently necessary to validate a clue or localize a sign.
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Note that theconstrain searchsubtask is in a shaded
region in the mission hierarchy shown in Figure 10.
The shading indicates that this task is either performed
simultaneously with sign sensing or performed at a later
time. Note that this task may be performed either by the
UAV operator or by a separate “sensor operator” [44].

2) Analyze Imagery:Imagery can be scanned either
in real-time or offline using buffered video. Analyzing
imagery with the goal of identifying the missing person’s
physical location is the primary reason for obtaining the
imagery, therefore this activity constrains and influences
all other activity. The key variable for this activity is the
probability that a human can detect a sign in an image
given a set of image features. This probability is strongly
influenced by the way information is obtained and pre-
sented. Effective image presentation requires supporting
the image analyst’s reference frames, correlating map
and video information sources through techniques such
as tethers [33], and employinga priori information such
as satellite imagery and terrain maps to provide context.

3) Localize Sign:Once a sign has been identified in
an image, it is necessary to estimate the sign’s location
so that searchers can reach the sign. Estimating the
location is often referred to as “geo-referencing” the
imagery. If the sign is the missing person, then the
searchers must be able to reach the missing person’s
location in order to complete the rescue. If the sign is
a potential clue regarding the missing person’s location
then searchers may wish to reach the clue in order
to determine its relevance and to use it to inform the
search process. Much of the sign localization activity can
be performed autonomously employing the UAV’s GPS
location, the UAV’s pose, triangulation, terrain informa-
tion, and image features [38]. The provided operator
interface must permit the operator to identify the sign’s
features and activate the localization routines. Once a
location estimate is obtained, the operator interface must
present this information in a coordinate frame that allows
searchers to reach the missing person.

4) Refine Imagery:Image refinement includes tech-
niques that improve the human’s capability of identifying
the sign, such as stabilizing an image, building a mosaic,
orbiting a sign, presenting images in a map context,
or obtaining images from different perspectives or at
higher resolution [15, 19, 23]. These refinement activities
can be classified into two loose categories: enhance
obtained imagery and acquiring additional imagery. Such
refinement can be employed to (a) improve the proba-
bility that an operator will see the sign, (b) categorize,
prioritize, or discard a sign once a potential sign has

been detected, and (c) improve the estimate of the sign’s
location. The operator interface capabilities required for
this task should allow the operator to request a particular
refinement process, such as executing a tracking routine.
A reactive flight may require the UAV to fly multiple
passes over a sign in order to obtain more images. The
associated operator interface should present information
that assists the operator while fly paths that support the
image refinement.

VI. RESULTS FROMWISAR FIELD TRIALS

It is important that the technology developed to sup-
port WiSAR be frequently evaluated in realistic field
tests. Ultimately, these field tests should include partic-
ipation by a full team of responders. As a step in this
direction, we used UAV technologies described in [6,
35] and engaged in a sequence of field trials directed
by a member of the Utah County Search and Rescue
team, with the remainder of the UAV team consisting
of student researchers including one student who is a
trained search and rescue volunteer.

A typical field trial involves placing a dummy in the
wilderness (see Figure 11) along with realistic clues.

Fig. 11. A “dummy” placed in an October 2006 field test.

A scenario, obtained from prior missing person case
studies, is presented to the group. The incident leader
then constructs a search plan and the UAV is used to
execute this search plan insofar as possible. A series
of field search trials were conducted in 2006 and 2007.
Lessons from these field trials are presented in the next
two sections.

A. Prioritization of Technology Development

The 2006-2007 field trials collected the rankings from
seven participants that were assembled to identify impor-
tant and high priority areas. Each person ranked ten dif-
ferent technologies from highest to lowest inimportance
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andpriority. Importanceindicates a subjective judgment
of whether the technology is essential for a successful
search.Priority indicates a subjective judgment of which
technologies will become important in the future; priority
is thus a judgement of which technologies should receive
attention in the near future.

Ten different technologies were ranked from zero to
nine, with zero being the least important and nine the
most important. The technologies are:

• Hard: reliable UAV flight hardware, communica-
tions, and basic autonomy.

• Intrfc: user friendly operator interface.
• Wpts: algorithms for autonomously generating way-

points.
• StVid: operator interfaces that present stable video.
• IntM/V: operator interfaces that integrate maps and

video.
• HAG: autonomy for maintaining height above

ground.
• Proc: efficient coordination processes between op-

erator, searchers, and incident commander.
• ImEn: enhanced imagery to highlight visual signs.
• OffSrch: operator interfaces that allow video to be

searched offline.
• Gmbl: A gimballed camera.

Although there are only seven biased judges evaluating
the technologies, it is useful to perform some statisti-
cal analysis to establish some confidence about which
technologies are particularly relevant.

Ranking data provides two types of data, one di-
rectly and one implicitly. The direct data set consists
of pairwise comparisons between different technologies.
If technology A is ranked higher than technologies B, C,
and D, then we can safely conclude that the person doing
the ranking held the following preferences:A � B,
A � C, andA � D, where� is read as “is preferred
to”. In other words, rankings directly provide an ordinal
scale [10]. Nonparametric statistics are appropriate for
ordinal data.

The implicit data set is related to the ratio of different
technologies. If rankings arerank(A) > rank(B) >
rank(C) > rank(D), then the presence of technolo-
gies B and C indicates something of the preference
strength that the judge has for A over D; the ratio
of A’s utility to D’s is implied by the presence of
technologies between A and D. Parametric statistics,
such as z-intervals and t-tests, are appropriate for such
ratio scales [10]. However, because the ratio scale is
implicit and the number of technologies is small, we
use a nonparametric analysis of the rankings.

For each technology pair,ξi andξj , the hypothesis to
be tested using the rankings is thatξi is more important
than ξj . (Note that an analogous analysis is performed
using the priority-based rankings.) The null hypothesis
is that ξi is not more important (does not have higher
priority) than ξj . The ranking data is a sample from
a population of individuals who are qualified to judge
whetherξi is more important than (has a higher priority
than)ξj .

We need to translate the qualitative phrase “is more
important (is higher priority) than” into a quantitative
hypothesis. Since importance and priority are subjective
judgements held by people, we quantify these terms
using a strengthened form of majority rule that requires
60% of the population to make the same judgement.
Thus, if more than 60% of the population judgesξi to
be more important (have higher priority) thanξj , then
we state thatξi is more important (has higher priority).
Using these quantified definitions of importance and
priority, we reject the null hypothesis if we can con-
clude that more than 60% of the population makes this
judgment. Letq be the probability that a judge, randomly
drawn from the population, will rankξi higher thanξj .

We use statistical evaluation of the judges responses to
evaluate the hypotheses. Although the sample of judges
is composed of individuals who have thought deeply
about UAV-enabled WiSAR, they are not randomly
drawn from the general population and there is some bias
in the rankings. These biases are spread approximately
evenly across the technologies because the students are
focused on different research topics. Since biases are
approximately spread across the judges, we assume that
the probability that each judge will rankξi higher than
ξj is independent of the rankings of all other judges.
Judges did not see the rankings of other judges.

According to our quantified definitions of importance
and priority, we reject the null hypothesis ifq ≤ 0.40;
this means that if less than60% of the population
rankedξi higher thanξj then we cannot reject the null
hypothesis. We will translate this hypothesis into a test
statistic over the judges; if too many judges rankξi

higher thanξj , we reject the null hypothesis. Let the
test statisticN be the number of judges that rankξi

lower thanξj . N is distributed according to a binomial
distribution with seven samples and parameterq. Given
the threshold of the null hypothesis,q ≥ 0.40, the
probability that either six or seven of the randomly
selected judges will rankξi higher thanξj by chance is
P (N ≥ 6) = 0.1586. Thus, if six or seven judges rank
ξi higher thanξj , then we reject the null hypothesis that
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ξi is not more important (is not higher priority) thanξj

with a confidence level of0.1586. Note that this is not a
high level of significance, but it is consistent with data
that includes only rankings from seven judges.

Tables I-II present the number of judges that ranked
the row technology,ξi, higher than the column technol-
ogy,ξj . Significant differences in importance and priority
are listed in bold. Table I identifies technologies that
are considered important for the WiSAR application.
The most important technology is hardware; this means
that without a working UAV it is pointless to support
WiSAR. Other important technologies include the ability
to enhance raw video through stabilization, mosaicking,
and image enhancement. The final two technologies
judged to be important are the ability to autonomously
maintain height above ground and the ability for the UAV
and the entire WiSAR team to coordinate effectively.

Other technologies were not considered important.
These include a user-friendly operator interface, support
for autonomously generating waypoints, the ability to
perform offline search, and an operator interface that
integrates map and video. Given that the field trial
scenarios and wilderness areas were selected to make
it probable that short duration searches would be suc-
cessful, it is likely that these technologies would be
considered more important for more challenging search
situations. These apparently unimportant technologies
seem especially relevant if a search may extend for
several days under high workloads.

As shown in Table II, the highest development pri-
orities include image enhancement, an efficient process
for using the UAV in the WiSAR team, and support for
height above ground maintenance. All other technologies
were low priorities.

An interesting result occurs when the importance and
priority rankings are combined. The sum of significant
importance and priority rankings is a heuristic repre-
sentation of the importance and priority of a technol-
ogy. Taking the product of the heuristic importance
and priority rankings yields the data in Table III. Four
technologies are evaluated most highly: improved video
(consisting of stabilized video and image enhancement),
improved process for using the UAV with WiSAR per-
sonnel, and height above ground maintenance. In the
next section, we briefly discuss some observations on
improving the coordination between the UAV and ground
searchers.

B. Paradigms for Coordinating UAV and Ground
Searchers

The purpose of introducing a new technology is to
simplify the mission, improve mission safety, decrease
cost, or speed-up the completion of the mission objec-
tive. This mission objective includes many different tasks
that often have a predetermined process. Therefore, it is
necessary to identify the existing processes employed
during mission execution while specifying how thenew
technology integrates into these existing processes.

The existing WiSAR processes include the procedures
used by a search team to locate a missing person.
Searches are directed by an incident commander who
coordinates the activities of various search teams. Some
of these search teams have technical search specialties
including medical training, climbing/rapelling, spelunk-
ing, etc. It is likely that UAV-enabled search will require
the creation of a new technical search team: the UAV
team. How the UAV team interacts with the incident
commander and ground searchers is the key question
for integrating UAVs into the existing process.

At least three paradigms have emerged in our field
tests with members of Utah County Search and Rescue.
We will refer to these paradigms as follows: information-
only, UAV-led, and ground-led. We now discuss each
paradigm. Before doing so, note that UAVs could also
be used to provide logistical support in the rescue and
recover phase by, for example, scouting paths and entry
points through and into rugged areas.

1) Information Only: In the information-only
paradigm, the UAV does not directly support a
particular ground search team. Rather, the UAV team is
assigned an area by the incident commander and then
gathers information in this region using, for example, an
exhaustive or a priority search plan. The team “covers”
the assigned ground, gathers extra information on
possible signs, evaluates these signs, and then informs
the incident commander. The incident commander can
then dispatch a ground crew to the area if the quality of
the information merits.

2) UAV-Led: In the UAV-led paradigm, the UAV is
directly supported by a ground search team. Since the
type and quality of information gathered from the air
differs from information on the ground, it may be useful
to have a ground team available to evaluate a possible
sign. In this paradigm, a path is selected for the UAV to
travel by, for example, specifying a series of waypoints.
The UAV then travels to these waypoints and the ground
team also travels to these waypoints; the pace of the
UAV search must approximately match the ground crew,
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ξj

ξi Hard StVid Proc HAG ImEn Gmbl Intrfc Wpts OffSrch IntM/V

Hard – 7 6 7 7 7 7 7 7 7
StVid 0 – 4 4 5 4 5 6 7 7
Proc 1 3 – 4 4 5 4 4 6 6
HAG 0 3 3 – 4 3 4 6 6 7
ImEn 0 2 3 3 – 4 5 5 7 6
Gmbl 0 3 2 4 3 – 4 5 5 5
Interfc 0 2 3 3 2 3 – 5 4 4
Wpts 0 1 3 1 2 2 2 – 3 2

OffSrch 0 0 1 1 0 2 3 4 – 4
IntM/V 0 0 1 0 1 2 3 5 3 –

TABLE I

THE NUMBER OF JUDGES WHO RANKEDξi (ROW) HIGHER THAN ξj (COLUMN) IN IMPORTANCE. STATISTICALLY SIGNIFICANT RESULTS

ARE HIGHLIGHTED IN BOLD.

ξj

ξi Hard StVid Proc HAG ImEn Gmbl Intrfc Wpts OffSrch IntM/V

Hard – 0 0 2 0 3 2 4 0 0
StVid 7 – 4 7 2 7 6 7 3 2
Proc 7 3 – 7 3 7 5 6 4 2
HAG 5 0 0 – 0 6 3 5 1 0
ImEn 7 5 4 7 – 7 6 7 6 3
Gmbl 4 0 0 1 0 – 2 4 1 0
Interfc 5 1 2 4 1 5 – 5 2 2
Wpts 3 0 1 2 0 3 2 – 0 0

OffSrch 7 4 3 6 1 6 5 7 – 3
IntM/V 7 5 5 7 4 7 5 7 4 –

TABLE II

THE NUMBER OF JUDGES WHO RANKEDξi (ROW) HIGHER THAN ξj (COLUMN) IN PRIORITY. STATISTICALLY SIGNIFICANT RESULTS ARE

HIGHLIGHTED IN BOLD .

Technology
Hard StVid Proc HAG ImEn Gmbl Intrfc Wpts OffSrch IntM/V

Importance 9 3 2 3 2 0 0 0 0 0
Priority 0 5 4 1 6 0 0 0 4 4
Overall 0 15 8 3 12 0 0 0 0 0

TABLE III

COMBINING IMPORTANCE AND PRIORITY RANKINGS INTO AN OVERALL DEVELOPMENT SCORE OF HIGH PRIORITY AND IMPORTANT

TECHNOLOGIES TO BE DEVELOPED: OVERALL = IMPORTANCE× PRIORITY.

which is achievable by having the UAV perform spirals
or sweeps around the path. When a potential sign is
detected in the video, an approximate GPS location and
a description of the sign (either verbal or possibly in
the form of an aerial snapshot) is given to the ground
crew. The ground crew then finds the location, perhaps
with tactical support from the UAV, and evaluates the
sign. The information is then either given to the incident
commander, or used to refine the path of the UAV.

3) Ground-Led:By contrast to the UAV-led paradigm
in which the UAV occasionally requests information
from the ground crew, the roles are reversed in the
ground-led paradigm. In this latter paradigm, a hasty
search team tries to follow either a scent trail (with
dogs) or tracks (with man-tracker specialists). The UAV
follows the progress of this hasty search team by flying
spirals over them. If the track is lost, the hasty team
can request visual information from ahead, to the side,
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and from behind the current location of the team. While
the ground team is searching, the UAV increases the
effectual field of view of the ground team. In this way,
the UAV increases the amount of information the ground
team can use without corrupting the trail. Importantly,
the UAV should probably be flown at an altitude where
its sound does not interfere with the ground team’s
ability to call out and listen for a response from the
missing person.

VII. SUMMARY

This report presents results of a GDTA and CWA
of the Wilderness Search and Rescue problem domain.
Building from these analyses, tasks were identified that
are required to support wilderness search using a mini-
UAV. Using technology that supports these basic tasks,
a series of field tests were performed. These field tests
identified three key areas that need work before mini-
UAVs can be reliably used in actual wilderness searches:
improved video presentation, improved coordination of
UAV and ground searchers, and improved support for
maintaining height above ground. Work is under devel-
opment to support these three areas.
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