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Abstract—Robots show potential to be helpful in therapy
for children with autism spectrum disorder. In our experience,
clinicians occasionally desire to change the robot behavior to suit
the needs of different children. Because clinicians typically lack
programming experience, they must currently ask a programmer
to program the robots. Robots may be more useful to clinicians if
they are able to create and modify actions for the robot. We are
designing a user interface based on full-body motion capture to
enable clinicians to create and modify animation sequences for
robots. Clinicians, computer scientists, and mechanical engineers
are collaboratively involved in the design process.

I. INTRODUCTION

Autism spectrum disorder (ASD) commonly involves com-
munication impairments, limited social interaction, and limited
imagination [4]. Researchers are increasingly interested in
using robots (like the one pictured in Figure 1) in therapy
for children with ASD [3]. Reports indicate that many such
children show interest in robots and find them engaging. Most
importantly, anecdotal evidence is accumulating that robots
can be a pivot to facilitate interaction between the child and
clinician in one-on-one interaction [4, 5, 20]. The problem
is that robot behavior needs to be changed to accommodate
differing needs and as an individual child progresses.

Our goal is to empower clinicians to customize robot
behavior to suit the needs of each child. The problem is
that changing robot behavior by traditional computer pro-
gramming is a complex process [16]. There are several ways
to change robot behavior without the need for traditional
computer programming. For example, visual programming and
programming by demonstration are methods that require very
little training compared to traditional computer programming.

Clinicians in our group who want to create new robot
animations at present must call on a programmer. This usually
means the suite of robot behaviors is limited and does not
change much in between therapy sessions because of the
coordination effort required. We hypothesize that it is better
to enable clinicians to animate the robot on their own. The
trouble with giving clinicians control is that they are not
usually experienced in robot programming. Nevertheless, we

Fig. 1. Troy, BYU’s humanoid robot

claim that for robots to achieve their therapeutic potential,
clinicians must program them [22].

We divide the programming task into two categories, which
we call animate and choreograph, respectively. Animating a
new robot action is similar to character animation, where
robot motor commands are specified to create a particular
motion. Choreographing means arranging a set of existing
robot behaviors in sequences and assigning user inputs to
replay the sequences for use in real-time interaction.

We are in the process of collaboratively designing user
interfaces to enable clinicians to animate and choreograph
robots. Our design group includes professors and clinicians
who are involved with therapy for children with autism,
mechanical engineering professors and students, and computer
science professors and students. We seek to create interfaces
that are tuned specifically to the needs of clinicians that we
work with. Our goal is to support clinicians so that they can
help children with autism.

At present, the interface is designed as two separate com-
ponents for choreographing behaviors and animating actions,
respectively. Previous work has discussed the choreography



interface (Giullian et al. [5]). In this paper we discuss ideas for
the design of the animation interface. We propose to use a full-
body gesture-based method for motion capture and especially
for editing the captured motion.

II. RELATED LITERATURE

The use of robots in education is an idea that has been
studied for a few decades [17]. Children, and especially
those with learning disabilities, typically have great interest
in technology. In more recent times, researchers have looked
at using robots to assist clinicians in teaching children with
ASD.

Because this field is so new, the research is in an ex-
ploratory stage. Some research looks at driving robot behavior
autonomously based on the child’s behavior as determined
by tracking the child’s distance from the robot [2]. Other
researchers have looked at loading the robot with some be-
haviors that are activated when the child or clinician presses a
button on the robot itself [4]. Another approach has the robot
autonomously play a collaborative game with the child [20].

We want to enable clinicians, who are not typically ani-
mation experts, to animate an upper-body humanoid robot.
Animating a robot is very much like 3D computer animation
with some additional constraints, such as physical dynamics.
Lasseter gives an excellent tutorial on how to apply traditional
animation principles to computer animation [14]. One key
aspect related to our application is timing. Lasseter says,
“[timing] is an important principle because it gives meaning to
movement. . . and can even carry emotional meaning.” Timing
an animation is considered to be a major challenge, especially
to non-experts [19]. Terra and Metoyer [19] present a sketch-
based method for setting the timing of an animation after key
poses have been created.

Systems exist for generating human-like arm and hand
gestures without having to animate at a low level (see for
example [10, 1]). Such systems are designed for creating
virtual conversational agents that give instructions or answer
questions. They are good for typical human conversational
gestures, including iconic (representing the conversation sub-
ject), deictic (pointing), and other more abstract gestures.
The limitation of such systems is the library of gestures that
are possible. Because our target application needs free-form
upper-body animation, such systems are not flexible enough.

Another approach is a sort of high-level scripting language
(for example [12]). From the script, a motion planner, often
paired with machine learning, creates a motion plan for the
character. The advantage of this method is that characters with
numerous degrees-of-freedom (for example, full human mor-
phology including fingers and toes) are easier to direct. The
disadvantage is that control of the character is nearly entirely
algorithmic, and so the user is limited to the capabilities of
the algorithm.

Motion capture appears to be a good method to enable non-
experts to create animations without having to deal with issues
involving timing. Gleicher [6] provides a very good history of
motion capture and the challenges it brings. One issue that

always arises when using motion capture is how to edit the
data. Reasons to edit motion capture data include: reusing
an existing animation with modification, creating physically
unfeasible motions, correcting imperfections of reality, and
adding secondary motion. Because motion capture provides
a pose for each frame of the animation, editing the motion
proves to be challenging.

Full-body tracking interfaces have existed for some time.
The ALIVE system was important as one of the early full-body
interactive systems [15]. Although the systems have existed,
they are not widespread, and so user interface design for these
systems seems to be at an early stage. Many gesture-based
interfaces are designed to interpret the human action as a sort
of command (for example [9, 13]).

We have not yet encountered a user interface that uses full-
body tracking to edit 3D animations. We hypothesize that such
an interface, with little training, will enable non-experts to
animate robots.

III. CLINICAL REQUIREMENTS

To design our system, we are working with a multi-
disciplinary group of researchers and clinicians who work with
children with ASD in the BYU Comprehensive Clinic. The re-
searchers are in the Department of Communication Disorders,
the Department of Computer Science, and the Department of
Mechanical Engineering at BYU. In other papers, we describe
how our group designed the robot that we use [18] and clinical
requirements for the robot and visual programming interface
[5]. Our user interface design was influenced by feedback from
the clinicians and other visual programming environments. We
are aware of cognitive task analysis methods as in [11], but
we chose this focus group approach to design our system at
such an early stage. Specifically, we use existing therapies
and a vision of potential robot-assisted therapies to construct
requirements for a user interface that enables clinicians to
program robots [2]. We met as a group several times over the
course of a year while developing the robot and user interface.

A. Methods

Clinicians started by explaining what sort of activities they
play with the children. Much of what they do in the BYU clinic
involves presenting a toy or game to the child, observing how
the child plays, and then trying to insert themselves into the
play. The toys and games are designed to support specific
therapeutic objectives that often involve social interaction.
Once the child becomes disengaged, they change activities.
The activities are primarily based around imitation and turn-
taking [8]. Because of this dynamic environment, the clinician
needs to plan multiple contingent strategies ahead of time. The
clinician also need to be able to direct robot actions in real-
time, as robot perception is still a long way from determining
whether children with ASD are engaged in an activity. Another
observation from the clinicians is that children with ASD tend
to be very interested in technology and gadgets, so whatever
the mechanism that controls the robot must be discreet.



In addition to real-time control of the robot, clinicians
expressed the need to change the robot’s repertoire of actions
in order to discourage the child from fixating on the robot’s
repetitive behavior. As each child progresses in their level
of competency, the changeable actions will also allow the
clinicians to adapt the therapy to the needs of the child.

B. Concepts

As children develop, clinicians provide varying levels of
scaffolding to help them learn [21]. One way clinicians scaf-
fold is to have an assistant help the child hand-over-hand to
perform an action [8]. They sometimes invite the child to
perform an action without help first, as a way to measure
progress.

The clinicians were concerned that extensive interaction
with the robot might foster dependence on the robot or bring
out undesirable behaviors in the child. To minimize such
possible effects, each child interacts with the robot for 10
minutes out of each 50 minute session, as described in [7].
For the remainder of the time, the clinician interacts with the
child in the same way they did before introducing the robot
into therapy. In addition, clinicians use the robot as a pivot to
facilitate interaction between the clinician and child. Because
the robot plays a relatively minor role for a short time, the
robot does not need complex choreography. Instead, simple
plans with a few options are sufficient at this stage in the
research.

Clinicians emphasized the need for lively robot animation
and vocalization. Such things are needed to maintain engage-
ment, which is important for social development. One par-
ticular class of animations clinicians have requested is songs
that have hand and arm actions. For these songs, the actions
need to be synchronized with the sound. Facial expressions
were also considered important, but not to the same degree as
energetic action and speech. These features are necessary for
some children to attract their attention.

C. Models

As a result of our meetings, we developed a hypothesis for
what robot-assisted therapy can provide. Interactions with the
robot can engage the child. When these interactions are triadic,
the engagement can lead to interaction with other people.
Social interaction can lead to joint attention. Join attention
fosters social learning, which leads to generalization. While
nothing conclusive has yet surfaced, preliminary results are
promising [8].

IV. USER INTERFACE IDEAS

The following list is a brief summary of clinical require-
ments for robot-assisted therapy. Clinicians need to be able
to:

• Direct the robot discreetly in real-time,
• Animate new actions and adapt existing actions to each

child as their needs evolve, and
• Create short, simple robot choreography that synchro-

nizes actions with vocalizations and facial expressions.

The visual programming interface fills the need for directing
the robot, and for part of creating the robot choreography. We
must design another interface component to fulfill the need
for creating animations with synchronized sound and facial
expressions. We believe that a full-body tracking interface for
creating and editing animations will be useful to clinicians. At
present, we have a few ideas, but not a refined design for how
the interface will work.

For robots that have an approximately human morphology
(or some subset thereof), we can use motion capture to
animate them. The Microsoft Kinect sensor, combined with
PrimeSense’s NITE full-body tracking, has made marker-less
motion capture available at low cost. Integrating this system
will save the time that would be required to implement our
own full-body motion tracker. A user interface that allows for
motion capture and simple editing of the captured motions
may be very useful to clinicians.

Our user interface may use a combination of the Kinect
sensor and a Nintendo Wii remote for discrete events. The
Wii remote simply provides wireless button presses, as the
Kinect is not sensitive enough to reliably pick out fine hand
gestures while also capturing full body motion. Incorporating
the Wii remote is a workaround, as it would be convenient to
use hand gestures instead of needing a remote. On the other
hand, using a remote for discrete events may be easier to learn
than a system with hand-gesture recognition. Other methods
that are possible are voice commands, special body gestures,
or hand “dwelling” for example. The Wii remote may also
prove useful to point at a screen to select menu items if full-
body gestures prove to be awkward for such tasks. The basic
idea is to use the Kinect sensor to capture motion and poses
to use in animation, and the Wii remote for navigating menus.

As an example use case, the user stands in the view of
the Kinect sensor, holding the Wii remote, and looking at a
computer screen from a distance for visual feedback. Then
the user presses a button on the Wii remote to start recording.
The user then performs the desired action, and presses a button
to stop recording. The user can then press another button to
replay the captured and retargeted action on a virtual avatar
of the particular robot they are animating. If something is not
quite right, the user can edit the motion using a variety of
methods.

To navigate through a replay of the captured motion, we
propose three possibilities. One is to have the user pose or act
out a short sequence that matches some part of the full motion.
Another is to “scrub” through the animation by holding a
button on the remote, then moving an arm up and down or left
and right as if manipulating a slider widget. A third option is
to use only the Wii remote buttons, accelerometers, or point
tracking.

One method for editing is to correct a problem pose that
came from either poor motion tracking or poor acting. The
user first navigates to the problem pose using one of the above
methods, then presses a button to signal pose correction. Then
the user moves to correct this pose and presses a button to
confirm the correction. This method for editing is similar to



modifying key frames in traditional computer animation. After
changing the pose, the surrounding frames in the animation are
blended automatically (possibly with some assistance from the
user to decide how many surrounding frames to smooth).

A second method for creating and editing motion is to
first capture several important poses, then act out the entire
motion fluidly. This interaction style is an adaptation of [19]
to full-body tracking, instead of mouse or pen-based input.
Such interaction allows the user to adjust the poses directly
and ensure they look good, and then the complete action
demonstrates the timing of those poses. It is not a problem if
the complete action is not perfectly performed, as the system
will only use the timing from the full performance. The user
can demonstrate the action as many times as needed and use
the original refined, important poses to get the timing right.

The next step for this project is to continue designing the
interface and use existing work to guide and refine the design.
Clinician feedback will continue to be a part of the design
process. Once we have a reasonable design, we can begin
development as we continue to iteratively refine the design.

V. VALIDATION

Once we have designed and developed a user interface, we
will need to validate our claims. We can evaluate whether
our interface enables clinicians to animate robots by having
clinicians animate robots with our interface. One possibility is
to describe a sequence of actions on a high level and ask the
clinicians to make the robot act accordingly. Each clinician
could create several robot animations. This kind of validation
is beneficial because the target user pool is the population in
the study. We leave validation to future work.

VI. CONCLUSION

Robots can be beneficial to therapy for children with autism
spectrum disorder. For robots to reach therapeutic potential,
clinicians need to be able to modify robot behavior. We can
simplify the task of animating an anthropomorphic robot by
giving clinicians supportive tools. Motion capture may enable
intuitive generation of complex animations, and algorithmic
analysis inside a gesture-based user interface can help to
modify the captured animations intuitively and efficiently for
non-experts.
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