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Highly Automated Robot Ecologies

e Society of robots or systems

 Robots are independent — owned by
different stakeholders

¢ RObOtS are aUtonomous (from the perspective of the regulator)

How can such systems be "designed”
to produce good societal outcomes?
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Challenge: Design efficient HARE

2 “design parameters”
* Regulatory power

e Robot au’[Oﬂomy (adaptability)
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through node D




Example: Routing Game

Regulator's Goal:
Maximize throughput
through node D

Needs to remove
traffic congestion
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Robot Behaviors

u(i,g) =v(g) —ci(i,g) —cs(i, 8)

Vei't?ne Ot]; Travel Toll
J J Cost Cost
node g

Robot Autonomy (2 levels)
o Simple — Estimate c«(i,g) assuming no congestion

 Adaptive — Estimate c¢¢(i,g) using reinforcement learning
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Regulator's ablility to change tolls

3 levels

« None — Regulator can do nothing
* Limited — Regulator can make limited toll changes

* Unlimited — Regulator can make unlimited toll changes



Experimental Setup
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easler to model
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* Predict when the congestion will occur

* Alert the regulator of predicted congestion
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Automated Help

* Predict when the congestion will occur

* Alert the regulator of predicted congestion
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Qutcome

Forecasting [[]Yes []No
Simple automation Adaptive automation Decision support
made Simple-Limited
worse!

Why*? Regulators
had a poorer model
of the cars.
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Toward a General Theory

3 “"Forces’:

* Adaptive robots -> Regulator must spend more time modeling
* Adaptive robots -> Regulators need more regulatory power

* More regulator power -> Decreased time modeling robots
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Work

e Data points that suggest less Is more
e Limited regulator power with simple robots
oroduced the best results

o Just outliers”? Or part of a general trend?

 Can we find a way to do more with more?



Extras
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