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ABSTRACT

The decision to invoke a collision and accident
avoidance system must account for not only the
capabilities of safety-enhancing technologies, but
also the autonomy and preferences of the human
driver. In the absence of a general theory of human
interaction with complex systems, it is difficult
to define and find an optimal resolution to these
competing design requirements. Instead we develop
a satisficing decision system which employs both
requirements by comparing the safety benefit of a
collision avoidance action against the cost to the
driver to identify when to assist the driver. We
illustrate the design procedure with a lane departure
example.

INTRODUCTION

Collision and accident avoidance systems (CAAS's)
are an important component of advanced safety ve-
hicles and may be realized with minimal or no
changes to existing vehicles and highway infras-
tructure [1]. As a result of much current academic
and industrial research, the complicated technologi-
cal and human factors associated with CAAS design
are being unraveled which enhances the desire to in-
clude CAAS's in vehicle design [2, 3]. However, a
lesson learned from process automation is that, in
the absence of human factors considerations, even
technologically state-of-the-art systems can be more
problematic than beneficial [4, 5, 6]. This lesson in-
dicates the importance of including human factors
in CAAS design so as to prevent “ironies of automa-

tion” [4]. Consequently, it is desirable to design for
the complete system, which consists of both CAAS
technology as well as a human operator. We use the
term human-CAAS system to emphasize the human
operator “in the loop” [7].

In the absence of a general theory of human inter-
action with complex systems, it is difficult to define
and find optimal human-CAAS solutions [8]. We
present a design method which replaces the objec-
tive of optimal design with the objective of avoid-
ing error and illustrate its application to a lane de-
parture example. This design paradigm employs
the satisficing principle of Simon [9, 10], the dom-
ination principle from multi-attribute utility theory
(MAUT), and the mathematics of Levi's error avoid-
ance principle [11] in a theory called strongly satis-
ficing decision theory (SSDT) [12, 13].

STRONGLY SATISFICING DECISION THEORY
Simon [9, 10] addressed the issue of bounded ratio-
nality by defining an aspiration level [14], such that
once this level is met, the corresponding solution is
deemed adequate, or satisficing. SSDT provides a
formal definition of the aspiration level by utilizing
Levi's mathematical approach to avoiding error.

Satisficing Decisions

Practical decision making. In its original philo-
sophical context, Levi's approach to decision mak-
ing addresses the question of “What to believe.” For
practical decision making such as in CAAS's, the
question shifts to the issue of “How to act.”” SSDT
was developed as an application of Levi's philo-
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sophical theory to those practical problems which
require action.

SSDT employs the accuracy fa and rejectability
fr decision attributes, which are generalizations of
Levi's philosophical constructs, and which are anal-
ogous to benefit and cost values in MAUT. To form
a design procedure, it is necessary to give opera-
tional definitions of these notions.

e Accuracy means conformity to a given standard,
where the standard for practical decision making
corresponds to whatever goal or objective is rele-
vant to the problem.

e Rejectability asses the undesirable consequences
of an action which are typically manifest in the form
of costs or other penalties that would accrue simply
as a result of taking the action, regardless of its ac-
curacy.

For human-CAAS systems, the safety of the system
is the basis for accuracy, and f4 corresponds the
degree of success the CAAS has in achieving this
goal. The cost to driver autonomy is the basis for
rejectability, and fr corresponds to the degree to
which the CAAS interferes with driver autonomy.
By defining these two system attributes, we have
acknowledged the potential differences between the
desire to improve safety and the desire to consider
the cost of action to the driver. In practical terms,
the CAAS system should go unnoticed by the atten-
tive driver, but issue warnings to alert the inattentive
driver and intervene to prevent collisions and acci-
dents.

The satisficing decision rule. Formally, let U de-
note the set of possible decisions, and let © denote
the states of nature. The states of nature represent
those conditions which affect the consequence of a
decision, but which cannot be controlled. For each
decision u € U and for each state of nature § € ©, a
consequence results. The accuracy f4 : UXO — R
and rejectability fr : U x © — R functions are
defined for each consequence (i.e., action/state-of-
nature pair). Thus, as in MAUT, consequences are
partitioned into two attributes.

According to Levi [11], fo avoid error, a decision
maker eliminates those decisions which are more

rejectability than accurate. In terms of the lane
departure system, an action is satisficing if it con-
tributes to driver safety more than it interferes with
the driver's autonomy. The set of all decisions
which cannot be justifiably eliminated for a given
0 is called the satisficing set, and is defined as

Sp(0) = {u: fa(u;0) > bfr(u;0)}.

The parameter b € [0, 00) allows a decision-maker
to alter the relative weight between accuracy and re-
jectability as well as ensures that the two attributes
are comparable. Levi's rule provides a set-based
mathematical formalism for the satisficing principle
where the aspiration level, and hence the notion of
adequacy, is defined in terms of the accuracy and the
rejectability functions.

Strongly Satisficing Decisions

Although the set S, contains all possible actions that
are legitimate candidates for adoption, they gener-
ally will not be equal in overall quality. Thus, we
are motivated to further refine the set of satisficing
actions by employing the domination principle from
MAUT. Define B(u; ) as the set of actions that are
strictly better than u; i.e., the set of all possible ac-
tions that are less rejectable but not less accurate
than w, or are more accurate but not more rejectable
that u. If B(u;0) = @, then no actions can be pre-
ferred to « in both accuracy and rejectability, and u
is a (weakly) non-dominated action with respect to
0. The set

E0) ={ueU: B(u;8) = 0}

contains all non-dominated actions. The intersec-
tion of this set with the satisficing set yields the
strongly satisficing set

Si(0) = £(6) N Sp(6).

We can define the support of a decision as those
states of nature 8 for which u is strongly satisficing

supporty(6) = {u : u € Sp(9)}.

This set will be used to identify those conditions
which justify the application of a CAAS action.

CAAS EXAMPLE: LANE DEPARTURE
It is desirable to design human-CAAS systems
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which are designed to not only make the vehicle
more safe, but also allow the driver to retain vehi-
cle control, thereby creating systems which bridge
the gap between unassisted driving and fully au-
tonomous vehicles. We demonstrate how SSDT can
be used in the design of the decision logic for a lane
departure CAAS.

CAAS Decision Logic

Assuming that the driver will not change current
vehicle heading, the consequences of a CAAS ac-
tion are parameterized by estimates of the Time to
Lane Crossing (TLC), which we denote by 8 = 7.
For lane departure, we restrict attention to the set of

‘ CAAS actions U = {uw,ul}, where u and u;

indicate a lane departure warning, and intervention,
respectively. The decision problem is to determirie
which v € U to invoke given an estimate 7 of the
TLC. For any 7 € supporty(uy) a warning is is-
sued, and for any 7 € support,(us) an intervention
occurs.

Lane Departure Values

To use SSDT in the lane departure decision logic,
it is necessary to independently formulate f4 and
fr using sound design principles and measure-
ments [153]. Given these attributes, b parameter-
izes the critical threshold levels 7 and 77 which
are defined as those TLC values below which warn-
ing and intervention actions are taken, respectively.
In effect, b may provide a means to trade between
driver autonomy and safety while accommodating
differing driver preferences and environmental de-
pendencies. These critical thresholds are chosen
to trade between increasing safety and maintaining
driver autonomy. If the TLC threshold is too low,
accidents can occur which would have been pré-
vented for higher thresholds; if the TLC threshold
is too high, inappropriate and undesirable interven-
tions can be issued.

Since the purpose of the system is to prevent road
departures (maximize vehicle safety), the accuracy
fa(u; ) should reflect this objective. Since un-
wanted warnings and interventions incur a cost to
the driver (compromises driver autonomy which can
affect driver patience, comfort, and attention), the

rejectability fr(u;7) should reflect the objective to
minimize unwarranted warnings and interventions.
By formulating f4 and fg in terms of expected con-
sequences [16], these competing criteria can both be
conveniently described by two factors: the valua-
tion J(u; 7), meaning the payoff or cost, of a CAAS
action; and the likelihood ¢(u;T) that the CAAS
action will produce a particular consequence. The
attributes f4(u;7) and fr(u;7) are thus obtained
from f(u;7) = J(u; 7)(u; 7).

Accuracy. The accuracy attribute is based on the

0.4
0.35F S/
/
! N
L / N
0.3 / \
/ reéqu
0.25F
1
f !
A0_2 (R .
[ .
N
:I AN
0151 . \\
! ~
' N
o1/ el
! -
' .
0.05 ﬁl —— Warning Accuracy \\\\
) - = Intervention Accuracy ~~ad
0 s L . . ) \ . ) )
° ! 2 3 4 5 6 7 8 9 10

T

Figure 1: Accuracy attributes fq(up;7) and
f4(ur;7) as a function of the decision u and TLC.

desire to “prevent road departures for the largest
possible set of departure conditions™ [2, p.68]. The
function fa(u;7) = a(u)re %7, which is dia-
grammed in Figure 1, represents this desire. The
following factors determine the accuracy (see [16]):
(a) CAAS actions are most beneficial if they are
issued early enough for the driver/vehicle to re-
spond to them which implies that the payoff for a
CAAS action increases as TLC increases whence
Ja(u;7) = 7, and (b) early CAAS actions (those
issued at large TLC values) are less likely to ef-
fect driver/vehicle corrective behavior than later ac-
tions (those issued at small TLC values) whence
I a(u)e=*WT, We now discuss how
a(u) can be chosen for for the “average” driver. A
detailed discussion of these issues is given in [16].

e Warning: Most drivers respond to an unexpected
driving situation within an interval of 1.5 and 4.0



seconds, with an average value of 2.5 seconds [17].
The value of a(uw ) = 1/4 (implying 7™ = 4.0)
is chosen because the waming will best accomplish
its purpose (for most drivers) if signaled at four sec-
onds before lane crossing. Thus, independent of re-
jectability, the accuracy fa(uw;7) (represented by
the solid line in Figure 1) achieves its maximum at
T = 4.0.

e Intervention: For intervention, the same factors
determine the shape of fa(uy;7) (represented by
the dashed line in Figure 1) but 77%®* and, hence
a(ur), depend on two human factor considerations
(a) an intervention should not occur until some time
after the warning occurs, giving the driver a chance
to react to the warning, and (b), an intervention
should occur early enough to allow the CAAS in-
tervention controller to smoothly and safely inter-
vene. We select the value a(uy) = 1/2 (imply-
ing 7/"® = 2 seconds) because the intervention
will best accomplish its purpose if applied at two
seconds before lane crossing and two seconds after

warning T3>

Rejectability. One of the advantages of MAUT
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Figure 2: Rejectability attributes fp(uw;7) and
fr(uy; 7) as a function of the decision u and TLC.

in general and SSDT in particular is the abil-
ity to independently assess different decision at-
tributes. Therefore, the preceding development has
addressed the issue of increasing safety, but ignored
the issue of unwanted interventions and warnings.
Clearly, warning a driver or intérvening in vehicle

control are undesirable if done too early because
early CAAS actions imply more “false warnings
and unwanted interventions” [2, p.68] thereby in-
terfering with driver autonomy by demanding atten-
tion. The function fr(u; 7) = B(u)72, which is dia-
grammed in Figure 2, represents this decision crite-
rion. The following factors determine the rejectabil-
ity (see [16]): (a) early CAAS actions (those issued
at large TLC values) interfere with driver perfor-
mance more than later actions [15] (those issued at
small TLC values) whence Jp(u; 7) = B3(u)72, and
(b) the likelihood of interfering with driver auton-
omy requires information about false alarms [16],
but when such information is unavailable, the likely
response can be set to a constant for all TLC values
whence £g(u;7) = 1.

e Warning: The nominal value S(uy) = 0.2/e
yields a warning threshold consistent (for b = 1)
with that derived from the subjective driver prefer-
ences reported in [2]. Note that this parameter is
approximately driver independent since it is deter-
mined for the “average” driver.

e ntervention: The nominal value B(ur) = 0.8/e
yields an intervention threshold consistent with that
reported in [2]. Note that S(u;) = 48(uw) which
indicates that interventions are four times more
costly to driver autonomy than warnings.

Strongly Satisficing Actions

To make a decision, 7 is estimated and those u €
Sy(7) are implemented. Given f4 and fg, we can
describe the conditions for which u € Sy(7) by
(a) determining Sy(7), (b) determining £(7), and
(c) determining support,(u). In determining S(7),

the critical TLC values 7y;, and 77 occur when accu-
racy and rejectability are equal,

= arg, {faluw;7) =bfrluw;T)} (1)
1 = arg, {falur;7) =bfrlur; 1)}, (2)
whence
uw € Sp(7) forr < 1y
uy € Sp(7) for r < 77.

From Figure 2, it is apparent that fr(us;7) >
fr(uw;7) for all 7 > 0. Thus, the set of dom-
inating actions can be determined by comparing
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Faluw;T) to fa(ur; 7). The critical value 7°9% =
2.77 seconds is that value for which fa(uw;T)
fa(ur;T) (see Figure 1),

7N = arg, {falur;7) = faluw;7)}  (3)

fl

For 7 < 7%9" both warning and intervention actions
are permissible, but for 7 > 7, only w is per-
missible since it dominates uy. Thus,

£() :{ {uw,ur}

for 7 < 78
for 7 > 79t

{uw}

In summary, the critical thresholds are defined us-
ing (1)-(3) as T = 7y, and 77 = min (7%, 77),
and the regions of support are

{r:7<7w}

{r:7r <7}

I

support(uy)
support(uy) =

Forb =1, iy = 1 = 2.03 seconds and 71 =
77 = 1.01 seconds, which agree with the values pre-
sented in [2].

Driver dependence. Note that for many drivers,

no action

| warnonly

107 1;)“ 1-‘0’_— ) 10
b

Figure 3: Critical times for warning and interven-

tion as a function of b. The b parameter is a

driver-dependent measure of the subjective dispo-

sition toward accepting assistance from the warn-

ing/intervention system.

iy = 2.03 seconds is within the range of normal
operation which implies that b = 1 may be inappro-
priate for such drivers. Since different drivers have

different operating ranges, it is desirable to adapt
system operation to match an individual driver's
preferences. Since a(u) and 3(u) are determined
for the “average” driver, the b parameter is used to
adapt the system operation to individual driver pref-
erences and changing situations [18].

In Figure 3, 7 and 7y, represented by the solid and
dashed lines, respectively, are plotted as functions
of b. The two horizontal dotted lines indicate the
two critical values of 7 for a nominal value of b = 1,
which is represented by the vertical dotted line. Ob-
serve that the 77 curve becomes constant for values
less than about b = .15. This occurs because warn-
ing dominates intervention for 7 > 7%IU. If there
are drivers for whom a nominal b = 1 value is in-
appropriate, then b can be adjusted to conform to
their individual preferences. At one extreme, drivers
who do not want the CAAS system to be a fac-
tor can be accommodated by letting b — oco. For
these drivers, the strongly satisficing set is empty
unless 7 = 0.0. At the other extreme, drivers who,
for the sake of safety, do not mind frequent inter-
ventions or warnings can be accommodated by let-
ting b — 0.0. These drivers receive frequent warn-
ings (since Ty — o0), but no intervention unless
7 < 78U (since 77 = 7°M), A similar reasoning
can be employed to adjust the system to changing
driving conditions.

DISCUSSION

We have presented strongly satisficing decision the-
ory as a method for designing collision and acci-
dent avoidance systems. The motivation for this ap-
proach is the need to simultaneously account for the
design criteria of driver safety and driver autonomy.
Rather than arbitrarily aggregating these design cri-
teria in a single performance valuation and then ex-
tremizing this valuation, two independent numerical
attributes which are compared to determine when
CAAS actions are appropriate. This comparison,
and the selection of dominating actions, determine
which set of CAAS actions are appropriate for the
observed environment. In practical system design,
tradeoffs between system safety and driver auton-
omy are intuitively handled by setting thresholds.
Strongly satisficing decision theory provides a for-



mal method for establishing such thresholds us-
ing two independent performance criteria, and mo-
tivates future research efforts to adaptively adjust
these thresholds to individual driver preferences and
changing driving situations.
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