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Ecological Interfaces for Improving Mobile
Robot Teleoperation
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Abstract—Navigation is an essential element of many remote
robot operations including search and rescue, reconnaissance, and
space exploration. Previous reports on using remote mobile robots
suggest that navigation is difficult due to poor situation awareness.
It has been recommended by experts in human–robot interaction
that interfaces between humans and robots provide more spatial
information and better situational context in order to improve
an operator’s situation awareness. This paper presents an eco-
logical interface paradigm that combines video, map, and robot-
pose information into a 3-D mixed-reality display. The ecological
paradigm is validated in planar worlds by comparing it against
the standard interface paradigm in a series of simulated and real-
world user studies. Based on the experiment results, observations
in the literature, and working hypotheses, we present a series of
principles for presenting information to an operator of a remote
robot.

Index Terms—3-D interface, augmented-virtuality, human–
robot interaction, information presentation, teleoperation, USAR-
Sim, user study.

I. INTRODUCTION

NAVIGATION is an essential element of many remote robot
operations including search and rescue, reconnaissance,

and space exploration. Such settings provide a unique problem
in that the robot operator is distant from the actual robot due
to safety or logistical concerns. In order to operate a robot effi-
ciently at remote distances, it is important for the operator to be
aware of the environment around the robot so that the operator
can give informed accurate instructions to the robot. This aware-
ness of the environment is often referred to as telepresence [1],
[2] or situation awareness [3], [4].

Despite the importance of situation awareness in remote robot
operations, experience has shown that operators typically do not
demonstrate sufficient awareness of the robot’s location and sur-
roundings [5], [6]. Many robots only provide video information
to the operator, which creates a sense of trying to understand the
environment through a “soda straw” or a “keyhole” [7], [8]. The
limited view of the robot’s environment makes it difficult for an
operator to be aware of the robot’s proximity to obstacles [9],
[10]. Experiments with robots that have more sensing and oper-
ators with more familiarity with the robots have also shown that
operators generally have a poor situation awareness [11]–[13].
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One likely reason that operators demonstrated poor situation
awareness in the previous studies is the way that conventional
interfaces, which we refer to as 2-D interfaces, present infor-
mation to the operator. Conventional 2-D interfaces present
related pieces of information in separate parts of the display.
This requires the operator to mentally correlate the sets of in-
formation, which can result in increased workload, decreased
situation awareness, and decreased performance [4], [14]–[16].
From a cognitive perspective, these negative consequences arise
because the operator must frequently perform mental rotations
between different frames of reference (e.g., side views, map
views, perspective views) and must fuse information even if the
frames of reference agree.

To improve situation awareness in human–robot systems,
Yanco et al. recommend 1) using a map; 2) fusing sensor in-
formation; 3) minimizing the use of multiple windows; and 4)
providing more spatial information to the operator [17]. These
recommendations are consistent with observations and recom-
mendations from other researchers involved with human–robot
interactions [5], [6], [18], [19].

In this paper, we address the recommendations for better in-
terfaces by presenting an ecological interface paradigm as a
means to improve an operator’s awareness of a remote mobile
robot. The ecological paradigm is based on Gibson’s theory
of affordances, which claims that information to act appropri-
ately is inherent in the environment. Applying this theory to
remote robotics means that an operator’s decisions are made
based on the operator’s perception of the robot’s affordances
in the remote environment. The notion of effective presenta-
tion of information and ability to act on the information is also
addressed by Endsley’s definition of situation awareness [4],
and Zahorik and Jenison’s definition of telepresence [20] The
ecological paradigm uses multiple sets of information from the
robot to create a 3-D virtual environment that is augmented with
real video information. This mixed-reality representation of the
remote environment combines video, map, and robot-pose into
a single integrated view of the environment. The 3-D interface
is used to support the visualization of the relationships between
the different sets of information. This representation presents
the environment’s navigational affordances to the operator and
shows how they are related to the robot’s current position and
orientation. This paper proceeds as follows. Section II discusses
previous work on technologies for improving mobile robot tele-
operation. Section III presents the ecological interface paradigm
and describes the 3-D interface. Section IV presents the sum-
maries from new and previously published user studies that
illustrate the usefulness of the 3-D interface in tasks ranging
from robot control to environment search. Section V identifies
the principles that governed the success of the 3-D interface
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technologies in the user studies, while Section VI concludes the
paper and summarizes the directions for future work.

II. PREVIOUS WORK

In this section, work related to improving robot teleoperation
is presented. We will discuss the approaches based on robot
autonomy and intelligence, followed by various modes of user
interaction. We then present the notion of situation awareness
and show that augmented virtuality can be applied to the human–
robot interaction domain to improve the situation awareness of
the operator.

A. Autonomy

One method to improve teleoperation is to use autonomy or
intelligence on the robot. Some autonomy-based approaches
to teleoperation include shared control [2], safeguarded con-
trol [21], [22], adjustable autonomy [23]–[26] and mixed ini-
tiatives [24], [27], [28]. One limitation of these approaches is
that some control of the robot is taken away from the human.
This limits the robot to the behaviors and intelligence that have
been preprogrammed. There are situations where the operator
may know more than the robot, and it is unlikely that the robot
would be “designed” to handle every possible situation.

B. User Interaction

Fong observed that there would always be a need for human
involvement in vehicle teleoperation despite intelligence on the
remote vehicle [29]. Sheridan holds similar thoughts, and used
the notion of supervisory control to explain how the human
should be “kept in the loop” of the control of the robot [2]
regardless of the level of autonomy of the robot.

There are many approaches for interacting with a robot, in-
cluding gestures [30], [31], haptics [32]–[34], web-based con-
trols [35], [36], and personal digital assistants (PDAs) [37]–[39].
Fong and Murphy addressed the idea of using dialog to reason
between an operator and a robot when the human or robot needs
more information about a situation [40], [41]. Most of these
approaches tend to focus on different ways of interacting with a
robot, as opposed to identifying when the approaches could be
useful. In comparison, we are interested in helping the operator
gain an awareness of the environment around the robot by iden-
tifying the information needs of the operator. In similar light,
Keskinpala and Adams implemented an interface on a personal
digital assistant (PDA) that combined sensed and video informa-
tion and tested it in comparison to video-only and sensor-only
interfaces in a robot control task [38].

C. Situation Awareness

In remote robot tasks, poor situation awareness has been
identified as a reason for operator confusion in robot compe-
titions [13], [17] and urban search and rescue training [6]. In
fact, for the urban search and rescue domain, Murphy suggests
that “more sophisticated mobility and navigation algorithms
without an accompanying improvement in situation awareness
support can reduce the time spent on a mission by no more than
25 percent” [19].

In her seminal paper, Endsley defines situation awareness as
“the perception of the elements in the environment within a vol-
ume of time and space, the comprehension of their meaning, and
the projection of their status in the near future” [4]. Additionally,
Dourish and Bellotti define awareness as “. . .an understanding
of the activities of others, which provides a context for your own
activity” [42]. When applied to human–robot interactions, these
definitions imply that a successful interaction is related to an op-
erator’s awareness of the activities and consequences of the robot
in a remote environment. Endsley’s work has been used through-
out many fields of research that involve humans interacting with
technology [3], [43], [44] and has been fundamental for explor-
ing the information needs of a human operating a remote robot.

D. Interfaces

To enhance an operator’s situation awareness, effort has gone
into improving the visual experience afforded by human oper-
ators. One method is to use a panospheric camera [45]–[48],
which gives a view of the entire region around the robot. An
alternative to panospheric cameras is to use multiple cam-
eras [49]–[51]. These approaches may help operators better
understand what is all around the robot, but they require fast
communications to send the large images with minimal delay.
We are restricting attention to robots with a single camera. Other
methods, which have been used to improve interfaces for tele-
operation, include multisensor, sensor fusion, and adjustable
autonomy interfaces [29], [46], [52], [53].

Yet another way to enhance the display for teleoperation is
to use virtual reality (VR) to create a sense of presence. For
example, Nguyen et al. use a VR interface for robot control by
creating a 3-D terrain model of the environment from stereo
images in order to present a terrain map of the surrounding
landscape to the operator [54]. Moreover, information from the
Mars Pathfinder was analyzed with a VR interface [55]. Similar
to virtual reality are mixed reality and augmented reality [56],
[57], which differ from VR in that the virtual environment is
augmented with information from the real world. Milgram de-
veloped a system, which overlays a video stream with virtual
elements such as range and obstacles with the intent of making
the video information more useful to the operator [58]. Virtual
reality-based interfaces can use a virtual environment to display
information about robots in an intuitive way.

III. ECOLOGICAL PARADIGM

A. Background

Many of the terms used to describe robotic interfaces are
defined in different ways by different people [59]. We opera-
tionally define teleoperation to be control of a robot, which may
be at some distance from the operator [29]. Additionally, we
operationally define telepresence as understanding an environ-
ment in which one is not physically present. This definition of
telepresence is similar to Steuer’s definition [60], which allows
telepresence to refer to a “real” environment or a “nonexistent
virtual world.” This definition is less restrictive than Sheridan’s
definition [1] because one does not have to feel as though one
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Fig. 1. Interfaces in the standard paradigm present information in separate
windows within the display. (a) Our 2-D interface. (b) Adopted from [17]. (c)
Adopted from [64]. (d) Adopted from [65].

is physically present at the remote site. Another definition of
telepresence is discussed by viewing reality as not “outside”
people’s mind, but as a social construct based on the relation-
ships between actors and their environments as mediated by
artifacts [61]. Similar discussions on definitions exist for virtual
presence [62], [63] and situation awareness [3], [4]. Telepres-
ence is important because many believe that increased telep-
resence will increase performance on various tasks. The real
problem with the definitions for telepresence is that they focus
on the accuracy with which an environment is presented instead
of focusing on communicating effective environmental cues.
This has led to the use of displays such as those shown in Fig. 1,
which show accurate information from the environment, but the
information is presented in a diffused manner rather than in in-
tegrated form. The disparate information requires the operator
to mentally combine the data into a holistic representation of
the environment.

In contrast to the standard interface, our displays are based
on Gibson’s ecological theory of visual perception [66]. Gibson
contends that we do not construct our percepts, but that our vi-
sual input is rich and we perceive objects and events directly. He
claims that the information that an agent needs to act appropri-
ately is inherent in the environment and not based on inferences
of perceptions. Affordances embody the correlation between
perception and action. In his words, “the affordances of the envi-
ronment are what it offers animals, what it provides or furnishes
either for good or ill” (emphasis in original). In other words,
affordances eliminate the need to distinguish between real and
virtual worlds because valid perception is one that makes suc-
cessful action in the environment possible [66]. Zahorik and
Jenison similarly observed that “presence is tantamount to suc-
cessfully supported action in the environment” [20]. In order
to support action in an environment far from a robot operator,
it is important to convey the affordances of the environment

to the operator such that the operator’s perceived affordances
of the robot in the environment match the environment’s true
affordances [67].

B. 3-D Interface

Affordances are attractive to the robotics community because
they are compatible with the reactive-based robot paradigm,
and they simplify the computational complexity and representa-
tional issues [68]. With Gibson’s ecological approach, success-
ful human–robot interaction implies that the operator should
be able to directly perceive the cues from the environment that
support the actions of the robot.

To facilitate the operator’s perception of the environmental
cues and the robot’s affordances within the environment, we
implement a 3-D augmented virtuality interface. Augmented
virtuality is a form of mixed reality [69] that refers to virtual
environments, which have been enhanced or augmented by in-
clusion of real-world images or sensations. Augmented virtu-
ality differs from virtual environments due to the inclusion of
real-world images, and it differs from augmented reality (an-
other form of mixed reality) because the basis of augmented
virtuality is a virtual environment, as opposed to the real world
in augmented reality [70]. In essence, our goal is to design an
interface that implements Gibson’s theory of perception by fa-
cilitating the direct perception of robot affordances. This will
be done by supplying the operator with not only a visualiza-
tion of information from the robot but also an illustration of the
relationships between distinct sets of information, and how the
information affects the possible actions of the robot.

The framework for the 3-D interface is a virtual environment
that is based on a map or sensor readings of the robot’s environ-
ment. For navigation tasks, the important environment cues are
obstacles and open space, which are detected by the robot and
saved using range sensors and a simultaneous localization and
map-building (SLAM) algorithm. The map of the environment
is placed on the floor of the virtual environment, and obstacles
in the map are rendered with a heuristically chosen height to
illustrate to the operator navigable and impassable areas and to
provide depth cues. A 3-D model of the robot is rendered in
the virtual environment at the position and orientation of the
robot with respect to the map of the environment. The size of
the robot model is scaled to match the scale of the virtual en-
vironment. The virtual environment is nominally viewed by the
operator from a position a short distance above and behind the
robot such that some map information is visible on all sides of
the robot as illustrated in Fig. 2, but this virtual perspective can
be changed as needed for the task. In congruence with Gibson’s
theory of affordances, this presentation of the robot information
allows the operator to immediately perceive the possible actions
of the robot within its remote environment.

For exploration tasks, the important environment cues also
include video information, as well as the orientation of the cam-
era with respect to the robot and environment. To facilitate the
operator’s perception of the video information, the video image
is displayed in the virtual environment as the information relates
to the orientation of the camera on the robot. This is done by



930 IEEE TRANSACTIONS ON ROBOTICS, VOL. 23, NO. 5, OCTOBER 2007

Fig. 2. Ecological paradigm combines information into a single integrated
display. (a) Raw range data. (b) Map data.

rendering the video on a panel at a heuristically chosen distance
from the robot and an orientation that corresponds with the ori-
entation of the camera on the physical robot such that obstacle
information in the video is spatially similar to the corresponding
information from the map. As the camera is panned and tilted,
the representation of the video moves in 3-D around the model
of the robot accordingly.

IV. EXPERIMENTS

To validate the utility of the 3-D interface, it is important to
compare its usefulness with that of a traditional 2-D interface.
In this section, we summarize a series of user studies, which
validate the 3-D interface in remote navigation tasks. The fol-
lowing user studies illustrate progressively more interesting and
sophisticated navigation tasks. The tasks compare a prototypi-
cal 2-D interface with the 3-D interface and progress from basic
robot control to environment search. The progression is best un-
derstood by presenting experiments and results from previous
conference publications along with unpublished experiments.
For each of the experiments, we will discuss the task, the ap-
proach for information presentation, the level of autonomy, the
experiment design, the dependent measures, and the results. All
of the experiments are counter-balanced to minimize learning
effects, and the results are significant with p < 0.05 according
to a double-sided t-test.

A. Robot Control

The most basic skill relevant to performing a search task
with a mobile robot is the ability to remotely control the robot
along a predetermined path. The purpose of this experiment is
to compare how well an operator can perform this task with a
traditional 2-D interface and an ecological 3-D interface. The
simulated environment was in the form of a maze with a few
different paths that could be taken to reach the goal destination.
In this section, we summarize the most relevant results from
[71].

1) Information Presentation: The operator is shown a rep-
resentation of the robot in a virtual world of obstacles, which
represent range data from the sonar sensors and the laser range-
finder. The operator’s perspective of the virtual world is from a
tethered position, a little above and behind the robot. Included
in the display is the most recently received image from the

robot’s camera. Time delay is addressed through a quickening
algorithm, which allows the operator to see the effects of their
actions right away. Quickening is accomplished by moving the
camera and the robot through the virtual world in response to
the measured delay in communications. A precise description of
the quickening algorithm and interface technology is provided
in [71].

2) Autonomy in Safeguarding: The robot takes initiative to
prevent collisions; no map-building.

3) Experiment Design: This experiment was setup as a
within-subjects user study where each participant used both the
2-D and 3-D interface to follow the predetermined paths of vary-
ing difficulty. Thirty two subjects participated in the experiment
with simulated robots and environments, using a home-built
simulator that emulated a Pioneer 2 DXe. An additional eight
subjects used a real Pioneer 2 DXe robot (with camera, laser
range finder, sonar, and in-house control software) in an empty
laboratory environment that was filled with cardboard boxes and
was more than 700 m from the operator. The display that the
test subjects used first and the order of the mazes was chosen
randomly, but with the constraint that approximately the same
number of people would be included in each group. The op-
erator was informed of the route to follow through visual and
audible cues.

4) Dependent Measures: The experiment depended on com-
pletion time, number of collisions, and workload (NASA-TLX
and behavioral entropy).

5) Results: The results from the experiments found that in
simulation, the operators finished the task 15% faster (x̄3D =
212 s, x̄2D = 249 s, p = 8.6 × 10−6) with 87% fewer collisions
(x3D = 30, x2D = 237, p = 2.2 × 10−4) when using the 3-D
interface in comparison to the 2-D prototype interface. Similarly,
with the physical robot, the operators finished the task 51% faster
(x̄3D = 270 s, x̄2D = 553 s, p = 4.5 × 10−3) with 93% fewer
collisions (x3D = 6, x2D = 83, p = 5.5 × 10−3) when using
the 3-D interface. The workload was also reduced significantly
as measured subjectively with NASA-TLX [72] and as measured
objectively with behavioral entropy [73]. These results suggest
that it was easier, safer, and faster to guide the robot along a
predetermined route with the 3-D interface than with the 2-D
interface.

B. Spatial Coverage and Navigation

Often, in remote robot exercises, the physical structure of the
environment is unknown beforehand and must be discovered
by the robot. The purpose of this experiment was to determine
how quickly and safely participants could discover the physical
structure of an environment using simplified versions of the 2-D
and 3-D interfaces. The simulated environment was an open
room with various walls and obstacles, which had to be cir-
cumnavigated. This navigation-based task included recognizing
where the robot had and had not visited and planning routes to
unexplored areas.

For this and subsequent experiments, a map of the environ-
ment was not provided a priori, rather a SLAM algorithm
was used by the robot to incrementally build a map of the
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Fig. 3. 2-D prototype interface (top) and the 3-D prototype interface (bottom)
used for the map-building experiment.

environment as the robot traversed the environment. For exper-
iments in simulation, the SLAM algorithm is based on perfect
information from the simulator, and in real world experiments,
we use Konolige’s SLAM algorithm [74].

1) Information Presentation: To minimize distracting sets
of information, the 2-D and 3-D interfaces were simplified such
that only video, map, and robot pose were displayed as shown
in Fig. 3. The operator’s perspective of the 3-D interface was
presented from above and behind the robot such that some of the
map information behind the robot was also visible. Time delay
was not addressed in this experiment because the simulator was
on the same computer as the interface and the communications
delay was insignificant.

2) Autonomy in Teleoperation: The robot does not take
the initiative to avoid a collision; incremental map-building
algorithm.

3) Experiment Design: The experiment was setup as a
between-subjects user study where each participant used either
the 2-D or the 3-D interface and a home-built robot simulator that
emulated the Pioneer 2DXe robot. The experiment took place as
a special exhibit in “Cyberville” at the St. Louis Science Center,
where participants consisted of visitors from local high schools
and colleges. Thirty participants performed the experiment with
the 3-D interface and 30 participants used the 2-D interface.

4) Dependent Measures: The experiment depended on com-
pletion time, average robot speed, number of collisions, and
proximity to obstacles.

5) Results: In this experiment, there were many instances
when an operator drove the simulated robot into a wall and was
unable to extricate the robot and, therefore, unable to complete
the map-building task. Of the participants, 9 (30%) were un-
able to complete the task with the 3-D interface and 17 (57%)
were unable to complete the task with the 2-D interface. Of

Fig. 4. Map of one of the mazes used in the sensor usage for navigation
experiment.

the participants who completed the task, those who used the
3-D interface finished 34% faster (x̄3D = 178 s, x̄2D = 272 s,
p = 3.4 × 10−4) and had 66% fewer collisions (x̄3D = 5.1,
x̄2D = 14.9, p = 2.6 × 10−4) than those who used the 2-D inter-
face. Since collisions only measure actual impact with obstacles,
and not any near misses, the average distance from the robot to
the nearest obstacle was also measured. It was found that with
the 3-D interface, the average distance to the walls was 16%
greater than when the 2-D interface was used (x̄3D = 0.85m,
x̄2D = 0.74m, p = 4.2 × 10−3). These results show that opera-
tors using the 3-D interface completed the task more efficiently
than operators using the 2-D interface.

C. Sensor Usage for Navigation

Anecdotal evidence from pilot studies and the previous user
studies revealed that the operators tended to focus a lot of their
attention on the video information while driving the robot with
the 2-D interface. The goal of this previously published experi-
ment was to test the relative usefulness of the video and map in-
formation with 2-D and 3-D interfaces in a navigation task [75].
The task was to get the robot through a maze as fast as possible
while avoiding collisions with walls. The simulated maze had
2 m wide hallways, covered a 256m2 area, and consisted of a
starting location and a single path to the end location. There
were six different mazes used for the experiment, and each of
them had the same dimensions and the same number of turns
(42) and straight portions (22) to minimize the differences in
results from different mazes. A map of one of the environments
is shown in Fig. 4.

1) Information Presentation: The operator’s perspective of
the 3-D interface was somewhat higher than the previous studies
so that the operator could see more of the maze environment
around the robot. Furthermore, depending on the task, different
sets of information were presented on the interface (e.g., map-
only, video-only, map + video). Time delay was not addressed
in this experiment.

2) Autonomy: In simulation: teleoperation, incremental
map-building algorithm. In the real world: safeguarding, in-
cremental map-building algorithm.

3) Experiment Design: The experiment was setup as a 2 × 3
within-subjects user-study, where each operator performed one
test with each of the three conditions (map-only, video-only,
map + video) for both interfaces (2-D, 3-D). The conditions were
presented in a random order with the constraints that the 2-D and
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TABLE I
COMPARISON OF THE VARIOUS CONDITIONS IN THE SIMULATION PORTION OF

THE SENSOR USAGE FOR NAVIGATION EXPERIMENT

3-D interfaces were used alternately, and the interface conditions
were counter-balanced in the order they were used. Twenty four
participants performed the experiment in simulation, and 21
participants performed the experiment in the real world.

The simulation portion of this experiment made use of the
USARSim simulator [76], which provides more realistic images
than the previous in-house simulator and is better for studying
the utility of video for navigation. The simulated robot was
an ATRV-Jr. The real-world portion of this experiment took
place in the halls of the second floor of the Computer Science
Department, Brigham Young University. The real-world experi-
ment utilized an ATRV-Jr robot developed by IRobot that imple-
ments communications and safeguarding algorithms developed
by Idaho National Laboratory [64], [77] and map-building al-
gorithms developed by Stanford Research Institute [74]. The
safeguarding algorithm moderates the maximum velocity of the
robot through an event-horizon calculation, which estimates the
time-to-collision with sensed obstacles [78]. When the robot is
too close to an obstacle, movement in the direction of the ob-
stacle is inhibited. Both the real and simulated robot had a pan-
tilt-zoom (PTZ) camera, laser range-finder, and sonar sensors.

4) Dependent Measures: The experiment depended on com-
pletion time and the number of collisions.

5) Results: For this experiment, we present a summary of
the results; for a detailed discussion, refer to [75]. The results
from this experiment show that in simulation with the 2-D in-
terface, the operators finished the task fastest with the map-only
condition and the slowest with the video-only condition. When
the map and video were combined, the performance was faster
than the video-only condition but slower than the map-only
condition. This suggests that the video was not very helpful and
distracted the operator’s attention away from the map that was
probably the more useful piece of information, at least for this
navigation task.

With the 3-D interface, the operators had results similar to the
2-D interface except that when the map and the video informa-
tion were combined, it did not negatively affect the task comple-
tion times. In contrast, the map-only condition and the map +
video conditions had similar times to completion and collisions.
This suggests that although the video did not have very useful
navigational information, it did not adversely affect the navi-
gation of the robot when combined with the map. In summary,
the 3-D map-only and 3-D map + video conditions performed
the best, followed by the 2-D map-only then the 2-D map +
video condition. The worst conditions were the 3-D video and
2-D video conditions, which had comparable results. The results
from the simulation experiment are summarized in Table I.

TABLE II
COMPARISON OF THE VARIOUS CONDITIONS IN THE REAL-WORLD PORTION OF

THE SENSOR USAGE FOR NAVIGATION EXPERIMENT

In the real-world portion of the experiment, the participants
did not use the 3-D video condition since the interface and
results were similar to the 2-D video condition in the simulation
portion of the study. In the real-world experiment, the video-
only condition supported task completion. By comparison, the
2-D map condition took much longer to complete the task than
the video-only condition. When the 2-D map + video condition
was used, the completion time was the same as that in the video-
only condition. With the 3-D interface, the map information was
helpful, and the map-only and video-only conditions had similar
completion times. When the 3-D map + video condition was
used, the performance was even better compared to when only
the video or only the 3-D map was available. In summary, the
best condition was the 3-D map + video and the worst condition
was the 2-D map. The rest of the conditions (3-D map-only,
video-only, 2-D map + video) performed similarly. The results
from the real-world portion of the experiment are summarized
in Table II.

This experiment suggests that having both map and video
available does not mean that they will automatically support
each other. One hypothesis is that with the 2-D interface, the
different sets of information “compete” for the attention of the
operator. This competition resulted in, at best, no improvement
in performance when the multiple sets of information were used,
and, at worst, an actual decrease in performance. In contrast,
with the 3-D interface, the different information sets seemed to
complement each other. This synergy led to better performance
with both map and video than with only map or only video. This
hypothesis of competing and complementary sets of information
is an area that needs to be studied further.

By way of comparison, it was found that operators with the
3-D interface and the map-only and map + video conditions
completed the tasks on average 23% faster with at least 85%
fewer collisions than the 2-D counterparts.

D. Navigation in the Presence of Delay

For the next experiment, we revisit the challenge of commu-
nications delay between the operator and the robot. The purpose
of this experiment was to compare the effects of minor delay
on a navigation task when the 2-D and 3-D interfaces are used.
The task was to get the robot through a maze as fast as possible
while avoiding collisions with walls. The simulated mazes
for this experiment were the same as those in the previous
experiment.

1) Information Presentation: The interfaces for this exper-
iment were the same as those in the previous experiment,
i.e., video, map, and robot pose were available. Although this
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TABLE III
COMPLETION TIMES FOR THE DELAY EXPERIMENT

TABLE IV
AVERAGE VELOCITY FOR THE DELAY EXPERIMENT

experiment compared the effect of minor delay on navigation,
no quickening or predictive algorithms were used to support the
operator in the presence of time delay. Rather, when the opera-
tor issued a command, the representation would not reflect the
given command until the delay condition had elapsed.

2) Autonomy: Teleoperation, incremental map-building al-
gorithm.

3) Experiment Design: The experiment was setup as a 2 × 3
within-subjects user study where each operator performed one
test with each of the three delay conditions (0, 0.5, and 1 s) for
both interfaces (2-D, 3-D). The conditions were presented in a
random order with the constraints that the 2-D and 3-D inter-
faces were used alternately and the interface conditions were
counter-balanced in the order they were used. This experiment
was performed with the USARSim simulator since it was antici-
pated that the communications delay would significantly hinder
the operator’s ability to maintain control of the robot. The sim-
ulator implemented the ATRV-JR robot. Eighteen volunteers
participated in the experiment.

4) Dependent Measures: The experiment depended on com-
pletion time, number of collisions, and average velocity.

5) Results: The results from this experiment show that the
operators were able to finish the task 27%, 26%, and 19% faster
with the 3-D interface than with the 2-D interface for delays of
0, 0.5, and 1 s, respectively. In fact, when the 3-D interface had
0.5-s more delay than the 2-D interface, the completion time was
about the same. Furthermore, ten participants finished the task
faster with the 3-D 0.5-s condition than the 2-D 0-s condition,
and six finished the task faster with the 3-D 1-s condition than the
2-D 0.5-s condition. Table III summarizes the average comple-
tion time for the various conditions.

The operators averaged faster velocities with the robot when
using the 3-D interface in comparison to the 2-D interface as
shown in Table IV. It is to be noted that the average velocity with
the 3-D interface and 0.5-s delay is similar to the 2-D interface
and 0-s delay and, similarly, the 3-D interface with 1-s delay has
an average velocity similar to the 2-D interface with 0.5-s delay.

There was also an 84%, 65%, and 27% decrease in collisions
with the 3-D interface in comparison to the 2-D interface for the
0-, 0.5-, and 1-s conditions, respectively (see Table V).

These results show that the 3-D interface is consistently bet-
ter than the 2-D interface across multiple levels of minor delay.

TABLE V
AVERAGE COLLISIONS IN THE DELAY EXPERIMENT

Fig. 5. Simulation environments used in the St. Louis Science Center explo-
ration tasks.

Additionally, the 2-D interface has results similar to the 3-D in-
terface with an additional 0.5-s of delay. This suggests that the
operator is better able to anticipate how the robot will respond
to commands amidst minor network latency with the 3-D in-
terface than with the 2-D interface. These results are consistent
with results from the first experiment, which had 1-s delay. In
that experiment, quickening of the robot’s position amidst the
obstacles was used because the obstacles were based on current
sensor readings without a global map, and errors in the estimate
could easily be corrected. In the future, it would be valuable to
apply quickening to a map-based display.

E. Payload Management and Navigation

The previous experiments focused on navigating the robot
through environments. Next, we will summarize experiments
where a navigation task is augmented with payload control [79].
Specifically, a PTZ camera is manipulated while navigating the
robot. This is a particularly challenging navigation problem
because it is often difficult to navigate the robot while operating
the camera especially when the video information is not centered
in front of the robot.

The purpose of this experiment is to compare the usefulness of
a PTZ camera against a stationary camera with both the 2-D and
3-D interfaces. The task for the operator was to drive the robot
around a simple maze environment that contained numerous
intersections with dead-end hallways as shown in Fig. 5. At the
end of some of the hallways were flags that the operator was
asked to look for.

1) Information Presentation: The operators used either the
2-D interface or the 3-D interface and either the stationary
camera or the PTZ camera. The perspective of the 3-D interface
was a little lower than the previous experiments and further
behind the robot so that when the camera was moved from side
to side, it was still completely visible within the interface and
had minimal skew, as would have been observed from a higher
or closer perspective. Time delay was not addressed in this
experiment.
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2) Autonomy: Teleoperation, incremental map-building
algorithm.

3) Experiment Design: The experiment was setup as a 2 × 2
between-subjects user study, where each participant used one of
the following conditions: 2-D-PTZ; 2-D-stationary; 3-D-PTZ;
3-D-stationary with our in-house simulator. The simulator im-
plemented the Pioneer 2 DXe robot. The experiment took place
as a special exhibit in “Cyberville” at the St. Louis Science
Center, where participants consisted of visitors from local high
schools and colleges. Forty four volunteers participated in each
of the conditions.

4) Dependent Measures: The experiment depended on com-
pletion time, average velocity, distance covered by robot, num-
ber of collisions, and qualitative robot path differences.

5) Results: The results from the experiment show that with
the 2-D interface, on average, the task was finished in the same
amount of time, irrespective of whether the PTZ camera or sta-
tionary camera was used. With the stationary camera, a common
behavior observed with the operators was to move the robot for-
ward and deviate down each dead-end corridor before correcting
and continuing along the main hallway. With the PTZ camera,
the operators would basically stop the robot at each intersection,
and then move the camera to the side to look down the hallway.
Once the search was complete, they would recenter the camera
and continue along the main path. Despite the different driving
styles, the actual time to complete the task did not change be-
cause although the actual distance driven with the PTZ camera
was smaller, there was an equal decrease in the average velocity.

With the 3-D interface, the task was finished faster with
the PTZ camera than with the stationary camera. Even though
the operators slowed the navigational speed of the robots
with the PTZ camera, they generally did not stop moving
the robot, nor did they necessarily recenter the camera before
continuing along the path. This meant that less distance was
traveled than with the stationary camera, but the average
velocity did not drop as much as the change in distance. This
resulted in a faster completion time.

On an average, the operators with the 3-D interface finished
27% faster with the stationary camera (x̄3D = 181 s, x̄2D =
249 s, p = 4.3 × 10−5) and 37% faster with the PTZ camera than
operators with the 2-D interface (x̄3D = 157 s, x̄2D = 250 s,
p = 7.7 × 10−7). Additionally, operators with the 3-D interface
had 63% fewer collisions with the stationary camera (x̄3D =
4.11, x̄2D = 11.1, p = 9.9 × 10−3) and 91% fewer collisions
with the PTZ camera than with the 2-D interface (x̄3D = 0.56,
x̄2D = 6.04, p = 1.9 × 10−3) [79]. In a related study, it was
found that the operators were able to issue 33% more PTZ
commands per second with the 3-D interface than with the 2-D
interface (x̄3D = 3.7 s, x̄2D = 2.5 s, p = 1.0 × 10−3) while still
completing the task faster [80]. These results suggest that the
3-D interface supports the use of a PTZ camera more than the
2-D interface, at least in planar environments.

F. Environment Search

This final experiment was designed to put everything together
into a search and identify task to see how well the 2-D interface

Fig. 6. Map of the main floor of the simulation environment in the search
experiment.

and 3-D interface compared to each other. The task was to
explore an environment with the goal of finding and identifying
as many things as possible.

1) Information Presentation: The 3-D interface was similar
to the previous study. Although there were some communication
delays seen in the real-world portions of this experiment, no
quickening or predictive algorithms were used to support the
operator. Rather, if there was delay, the representation would
not change until the delay time had elapsed.

2) Autonomy: In simulation: teleoperation, incremental
map-building algorithm. In the real world: safeguarding, in-
cremental map-building algorithm.

3) Experiment Design: This experiment was designed as a
2 × 2 within-subjects user study, where each operator used both
the 2-D and 3-D interfaces with both the USARSim simula-
tor (ATRV-JR simulation) and the real ATRV-JR robot running
the INL and SRI software (see Section IV-C). The real-world
experiments were performed first, followed by the USARSim
experiments. The display that was used first was chosen ran-
domly with the constraint that an equal number of participants
would start with each interface. Eighteen participants completed
the experiment with both the real and simulated robots.

In simulation, the scenario was the exploration of an under-
ground cave with areas of interest on three separate floors. The
arena was shaped like a wheel with spokes (see Fig. 6), and at the
end of each of the spokes or hallways, there was a cell that may
or may not be occupied. The operators were required to identify
if the cell was occupied, and if it was, they were to identify the
color of the clothing of the person in the cell. In addition to the
cells on the main floor, there were cells and occupants above
and below the main floor. To view these other cells, the center of
the environment was transparent, which allowed the operators
to see above and below the robot’s level when the camera was
tilted up and down. Fig. 7 shows screen shots of the simulated
environment, and Fig. 8 shows a screen shot of the avatars used
for the experiment. The participants were given a time limit of
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Fig. 7. Images of the environment used for the simulation experiment.

Fig. 8. 3-D models for victims used in the simulated exploration experiment.

6 min and were asked to characterize as many cells as possible
within the time limit.

The real-world portion of this experiment took place on the
second floor of the Computer Science building at Brigham
Young University. The physical environment was not as com-
plex as the simulated environment, but still required the use of
the PTZ camera to see and identify the items to the sides and
above and below the center position of the camera. In this case,
there were numerous objects of varying sizes hidden among Sty-
rofoam and cardboard piles that were only visible and recogniz-
able by manipulating the camera including the zoom capability.
The participants were not given a time limit for the real-world
portion of the experiment.

4) Dependent Measures: The experiment depended on the
number of collisions, number of objects identified, time to iden-
tify, and completion time.

5) Results: The results show that in simulation, the oper-
ators were able to find and identify 19% more places with
the 3-D interface (x̄3D = 21.1, x̄2D = 18.1, p = 1.1 × 10−2),
and they had 44% fewer collisions (x̄3D = 4.8, x̄2D = 8.6,
p = 7.4 × 10−3) with obstacles than when the 2-D interface
was used. With the 3-D interface, three participants identified
all the places within 6 min, whereas with the 2-D interface, no
one identified all the places within the time limit. In the real-
world experiments, there was no significant difference in time to
complete the task or the total number of objects found; however,
there was a 10% decrease in the average time spent identifying
each object (x̄3D = 40.0 s, x̄2D = 44.5 s, p = 2.8 × 10−2).

This experiment shows that the 3-D interface supports a
search task somewhat better than the 2-D interface. This is
probably because the search task has a significant navigational
component. One of the problems observed throughout the last

two studies was that it was difficult for many novice users to nav-
igate the robot while controlling a PTZ camera with a joystick.
In fact, sometimes it seemed that we were measuring thumb dex-
terity (for the PTZ controls) as opposed to task performance. An
area of research that needs to be addressed in future work is how
to navigate the robot while operating the robot’s payload, in this
case, the PTZ camera.

V. INFORMATION PRESENTATION PRINCIPLES

In an effort to understand why the 3-D interface supported
performance better than the 2-D interface, we next present three
principles that helped the 3-D interface overcome the previ-
ously observed limits to teleoperation to more closely match the
theoretical limits on navigation. The principles are 1) present
a common reference frame; 2) provide visual support for the
correlation between action and response; and 3) allow an ad-
justable perspective. These principles relate to previous work in
human–robot interaction [81], cognitive engineering [82], and
situation awareness [83].

A. Common Reference Frame

When using mobile robots, there are often multiple sources
of information that could be theoretically integrated to reduce
the cognitive processing requirements of the operator. In partic-
ular, a mobile robot typically has a camera, range information,
and some way of tracking where it has been. To integrate this
information into a single display, a common reference frame
is required. The common reference frame provides a place to
present the different sets of information such that they are dis-
played in context of each other. In terms of Endsley’s three
levels of situation awareness [4], the common reference frame
aids perception, comprehension, and projection. In the previous
user studies, both the robot-centric and map-centric frames of
reference were used to present the information to the operator.

1) Robot-Based Reference Frame: The robot itself can be
a reference frame because a robot’s sensors are physically at-
tached to the robot. This is useful in situations where the robot
has no map-building or localization algorithms (such as the ex-
periment in Section IV-A) because the robot provides a context
in which size, local navigability, etc., can still be evaluated.
The reference frame can be portrayed by displaying an icon
of the robot with the different sets of information rendered
as they relate to the robot. For example, a laser range-finder
typically covers 180◦ in front of the robot, the information of
where the laser-detected obstacles could be presented as barrels
placed at the correct distance and orientation from the robot (see
Section IV-A). Another example is the use of a pan-tilt camera.
If the camera is facing toward the front of the robot, then the
video information should be rendered in front of the robot. If
the camera is off-center and facing toward the side of the robot,
the video should be displayed at the same side of the virtual
robot (see Section IV-E). The key is that the information from
the robot is displayed in a robot-centric reference frame.

2) Map-Based Reference Frame: There are many situations
where a robot-centered frame of reference may not be appro-
priate. For example, the robot-centered frame of reference will
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not be beneficial to represent two or more robots except under
the degenerate conditions of them being collinear. Similarly,
a robot-centered reference frame may not be useful for long-
term path planning. If the robots have map-building and/or lo-
calization capabilities, an alternative reference frame could be
map-based. With a map as the reference frame, different sets of
information may be correlated even though they are not tied to
a robot’s current set of information. As an example, consider
the process of constructing a map of the environment. As laser
scans are made over time, the information is often combined
with probabilistic map-building algorithms into an occupancy
grid-based map [74], [84]. Updates to the map depend not only
on the current pose of the robot, but on past poses as well. When
the range scans of a room are integrated with the map, the robot
can leave the room and the obstacles detected are still recorded
because they are stored in relation to the map and not the robot.
Mapping was used in all the experiments except the first one
(Section IV-B–IV-F).

Another example of where a map can be useful as a common
reference frame is with icons or snapshots of the environment.
When an operator or a robot identifies a place and records in-
formation about it, the reference frame of the map provides a
way to store the information as it relates to the map of the en-
vironment. Moreover, using a map as the reference frame also
supports the use of multiple robots as long as they are localized
in the same coordinate system. This means that places or things
identified by one robot can have contextual meaning for another
robot or an operator who has not previously visited or seen the
location.

3) Reference-Frame Hierarchy: One advantage of reference
frames is that they can be hierarchical. At one level, the in-
formation related to a single robot can be displayed from a
robot-centric reference frame. At another level, the robot-based
information from multiple robots can be presented in a map-
based reference frame, which shows the spatial relationships
between entities. Other reference frames include object-centered
(something interesting in the environment, such as a landmark),
manipulator-centered (improvised explosive device (IED) dis-
posal), camera-centered (especially with a PTZ), and operator-
centered (proprioception, sky-up, left and right). In the map-
based reference frame, each robot still maintains and presents
its own robot-centric information, but now the groups of indi-
vidual robot-centric reference frames are collocated into a larger
reference frame.

Another frame of reference could also be used wherein mul-
tiple maps are discovered and populated by entities from phys-
ically distinct regions. These maps could be correlated into a
single larger reference frame (i.e., global positioning system
(GPS) or interior maps of different buildings in a city). The
common reference frame is simply a way to combine multiple
sources of information into a single representation.

4) 2-D and 3-D Reference Frames: Both traditional 2-D in-
terfaces and the 3-D interface support a common reference frame
between the robot pose and obstacles by illustrating the map of
the environment. However, that is the extent of the common ref-
erence frame with the 2-D interface since video, camera pose,
and operator perspective are not presented in the same reference

Fig. 9. Four reference frames of the information displayed in a 2-D interface:
video, camera pose, map, and operator perspective.

Fig. 10. Reference frames of the information displayed in a 3-D interface:
robot-centric and operator perspective (which are both the same).

frame as the map or the robot. In fact, Fig. 9 illustrates that
with the 2-D interface, there are at least four different frames of
reference from which information is presented to the operator.
Specifically, video is presented from the front of the camera, the
tilt angle is presented from the right side of the robot, the pan
angle is presented from above the robot, the map is presented
from a “north-up” perspective, and the operator perspective is a
conglomeration of the previous reference frames.

In contrast, the 3-D interface presents the video, camera pose,
and user perspective in the same reference frame as the map and
the robot pose, as illustrated in Fig. 10.

The multiple reference frames in the 2-D interface require
more cognitive processing than the single reference frame in
the 3-D interface because the operator must mentally rotate
the distinct reference frames into a single reference frame to
understand the meaning of the different sets of information [85].
With the 3-D interface, the work of combining the reference
frames is supported by the interface which, in turn, reduces the
cognitive requirements on the operator.

B. Correlation of Action and Response

Another principle to reduce cognitive workload is to maintain
a correlation with commands issued by the operator and the ex-
pected result of those commands as observed by the movement
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of the robot and changes in the interface. In terms of Endsley’s
three levels of situation awareness [4], the correlation of action
and response affects the operator’s ability to project or predict
how the robot will respond to commands.

An operator’s expected response depends on his or her mental
model of how commands translate into robot movement and how
robot movement changes the information on the interface. When
an operator moves the joystick forward, the general expectation,
with both the 2-D and the 3-D interface, is that the robot will
move forward. However, the expectation of how the interface
will change to illustrate the robot’s new position is different
for both interfaces. In particular, an operator’s expectation of
the change in video and the change in the map can lead to
confusion when using the 2-D interface.

1) Change in Video: One expectation of operators is how
the video will change as the robot is driven forward. In the
2-D interface, the naı̈ve expectation is that the robot will appear
to travel “into” the video when moving forward. With the 3-D
interface, the expectation is that the robot will travel “into” the
virtual environment. Both of these expectations are correct if
the camera is in front of the robot. However, when the camera is
off-center, an operator with the 2-D interface still might expect
the robot to move “into” the video when, in reality, the video
moves sideways, which does not match the expectation and
can be confusing [17]. With the 2-D interface, the operator’s
expectation matches the observed change in the interface only
when the camera is directly in front of the robot. In contrast,
with the 3-D interface, the operator expects the robot to move
into the virtual environment regardless of the orientation of the
camera, which is the visual response that happens.

2) Change in Map: Another expectation of the operator is
how the robot icon on the map will change as the robot is driven
forward. With the 2-D interface, the naı̈ve expectation is that
the robot will travel up (north) on the map when the joystick is
pressed forward. With the 3-D interface, the expectation is that
the robot will travel forward with respect to the current orien-
tation of the map. Both of these expectations are correct if the
robot is heading “up” with respect to the map. When the robot is
heading in a direction other than north, or up, an operator with
the 2-D interface would still have the same naı̈ve expectation;
however, the robot icon will move in the direction in which
the robot is heading, which rarely coincides with “up.” This
can be particularly confusing when turn commands are issued,
because the way in which the turn command affects the robot
icon on the map will change on the basis of the global orienta-
tion of the robot, which changes throughout the turn command
[82], [86].

With the 2-D interface, different sets of information that could
be related are displayed in an unnatural presentation from dif-
ferent perspectives. This requires mental rotations by the op-
erator to orient the sets of information into the same frame of
reference. The mental rotations required to understand the re-
lationships between the sets of information result in increased
mental workload. With the 3-D interface, the information is
presented in a spatially natural representation, which does not
require mental rotations to understand the information. Future
work could address if the workload from mental rotations is

affected by operator perspectives of either north-up maps or
forward-up maps.

3) Change in Camera Tilt: One area of operator expectation
that is difficult to match is the operator’s mental model of how
the interface should change when a camera is tilted up or down.
To control the camera tilt in previous experiments, the point of
view (POV) hat on top of the joystick was used, the problem
is that some operators prefer to tilt the camera up by pressing
“up” on the POV and others prefer to tilt the camera up by
pressing “down” on the POV. This observation illustrates the
fact that sometimes the mental model of the operator is based
on preferences and not the manner in which information is
presented. To increase the usability of an interface, some features
should be adjustable by the user. Alternatively, different control
devices, those that support a less-ambiguous mental mapping
from human action to robot response, could be used.

4) Cognitive Workload: The advantage of the 3-D interface
is that the operator has a robot-centric perspective of the envi-
ronment because the viewpoint through which the virtual envi-
ronment is observed is tethered to the robot. This means that the
operator issues commands as they relate to the robot, and the
expected results match the actual results. Since the operator’s
perspective of the environment is robot-centric, there is minimal
cognitive workload to correctly anticipate how the interface will
change as the robot responds to commands.

The problem with the 2-D interface is that the operator either
has a map-centric perspective or a video-centered perspective
of the robot that must be translated to a robot-centric perspec-
tive in order to issue correct commands to the robot. The need
for explicit translation of perspectives results in a higher cog-
nitive workload to anticipate and verify the robot’s response to
commands.

Additionally, the 2-D interface can be frustrating because it
may seem that the same actions in the same situations lead to
different results. The reason for this is that the most prominent
areas of the interface are the video and the map, which generally
have a consistent appearance. The orientation of the robot and
the camera, on the other hand, are less prominently displayed
even though they significantly affect how displayed information
will change as the robot is moved.

If the orientation of the robot or the camera is neglected or
misinterpreted, it can lead to errors in robot navigation. Naviga-
tional errors increase cognitive workload because the operator
must determine why the actual response did not match his or
her expected response. For this reason, a novice operator can
be frustrated that the robot does different things when it ap-
pears that the same information is present and the same action
is performed.

C. Adjustable Perspective

Although sets of information may be displayed in a com-
mon reference frame, the information may not always be visible
or useful because of the perspective through which the oper-
ator views the information. Therefore, the final principle that
we discuss for reducing cognitive workload is to use an ad-
justable perspective. An adjustable perspective is one where the
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Fig. 11. 3-D representation of the level of zoom with a PTZ camera. The
appearance of zoom is affected by adjusting the operator’s perspective of the
environment. On the top row from left to right, the zoom levels are 1×, 2×, and
4×. On the bottom row from left to right, the zoom levels are 6×, 8×, and 10×.

operator controls the changes, and an adaptive perspective is one
that is controlled automatically by an algorithm. Video games
tend to use adaptive perspectives that change to avoid obstacles.
An adjustable perspective can aid all three levels of Endsley’s
situation awareness [4] because it can be used to 1) visualize
the required information (perception); 2) support the operator
in different tasks (comprehension); and 3) maintain awareness
when switching perspectives (projection).

1) Visualization: One advantage of an adjustable perspec-
tive is that it can be changed depending on the information that
the operator needs to “see.” For example, if there is too much
information in a display, the perspective can shrink to eliminate
extra information and focus on the information of interest. Sim-
ilarly, if there is some information that is outside of the visible
area of the display, then the perspective can be enlarged to allow
the visibility of more information.

Visualizing just the right amount of information can have a
lower cognitive workload than either observing too much or too
little of the environment. When there is too little information in
the display, the operator is left with the responsibility to remem-
ber the previously seen information. When there is too much
information in the display, the operator has the responsibility
to find and interpret the necessary information. Determining the
best visualization, however, comes at a cost to the operator since
he or she must think about choosing the right perspective. The
ability to zoom in and out is a common feature of most 2-D and
3-D maps, but in 2-D interfaces, the map is usually the only part
of the interface with an adjustable perspective, and as the zoom
level changes, the relationships between the map and other sets
of information also change.

One issue that deserves further work with an adjustable or
an adaptable interface is the use of the zoom feature on a PTZ
camera. The challenge is to simultaneously inform the user of
an increase in detail and a decrease in the field of view. One
approach would be to show the increase in detail by making
the video larger, but this gives the illusion of an increased field
of view. On the other hand, making the video smaller shows a
decreased field of view, but also gives the illusion of decreased
detail. One possible solution with the 3-D interface is to provide

a perspective of the robot and environment a distance above
and behind the robot, and when the camera is zoomed in, the
virtual perspective moves forward, which gives the impression
that the field of view is smaller (less of the environment is
visible) and the level of detail is increased (the video appears
larger) [87]. Fig. 11 shows how the interface might be adjusted.
Such software should be tested to determine whether or not it
actually helps the operator.

2) Changing Tasks: Another advantage of an adjustable per-
spective is that the perspective through which an operator views
a robot in its environment can influence the performance on a
particular task. For example, direct teleoperation is usually per-
formed better with a more egocentric perspective, while spatial
reasoning and planning tasks are performed better with a more
exocentric perspective [16], [82]. When the perspective of the
interface is not adjusted to match the requirements of a task, the
cognitive workload on the operator is increased because the op-
erator must mentally adjust the perceived information to match
the requirements of the task. The kinds of 2-D interfaces that
we studied tacitly present an adjustable perspective in so much
as many different perspectives are visible at the same time and
the operator can switch between them. The problem is not that
the interfaces do not allow adjusting the perspective, but that
they neither present an integrated perspective nor the ability to
adjust the integrated perspective.

3) Maintain Awareness: Often, robots are versatile and can
be used to accomplish multiple tasks; thus, it is reasonable to
anticipate that an operator would change tasks while a robot is
in operation. To facilitate this change, an adjustable perspective
can be used to create a smooth transition between one per-
spective and another. A smooth transition between perspectives
has the advantage of allowing the operator to maintain situa-
tional context as the perspective changes, which reduces the
cognitive workload by reducing the need to acquire the new sit-
uational information from scratch [88], [89]. Some instances
where a smooth transition might be useful include switch-
ing between egocentric and exocentric perspectives, informa-
tion sources (GPS-, map-, or robot-based), map representations
(occupancy-grid, topological), video sources (cameras in differ-
ent locations, different types of camera), or switching between
multiple vehicles.

In the user studies presented previously, a different perspec-
tive was used for many of the 3-D interfaces because there were
different requirements for the tasks, and the information some-
times needed to be viewed differently. In comparison, the 2-D
interface always had the same perspective because conventional
2-D interfaces do not provide an adjustable perspective.

VI. CONCLUSION

In order to improve remote robot teleoperation, an ecologi-
cal interface paradigm was presented based on Gibson’s notion
of affordances. The goal of this approach was to provide the
operator with appropriate information such that the observed
affordances of the remote robot matched the actual affordances,
thereby facilitating the operator’s ability to perceive, compre-
hend, and project the state of the robot. To accomplish this task,
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a 3-D augmented-virtuality interface was presented that inte-
grates a map, robot pose, video, and camera pose into a single
display that illustrates the relationships between the different
sets of information.

To validate the utility of the 3-D interface in comparison to
conventional 2-D interfaces, a series of user studies was per-
formed and summarized. The results from the user studies show
that the 3-D interface improves 1) robot control; 2) map-building
speed; 3) robustness in the presence of delay; 4) robustness to
distracting sets of information; 5) awareness of the camera ori-
entation with respect to the robot; and 6) the ability to perform
search tasks while navigating the robot.

Subjectively, the participants preferred the 3-D interface to the
2-D interface and felt that they did better, were less frustrated,
and better able to anticipate how the robot would respond to
their commands. The ability of the operator to stay further away
from obstacles with the 3-D interface is a strong indication of the
operator’s navigational awareness. There is a much lower rate of
“accidentally” bumping into a wall because the operator is more
aware of the robot’s proximity to obstacles, and the operator does
a better job of maintaining a safety cushion between the robot
and the walls in the environment.

From a design perspective, three principles were discussed
that ultimately led to the success of the 3-D interface. The prin-
ciples are: 1) present a common reference frame; 2) provide
visual support for the correlation of action and response; and
3) allow an adjustable perspective. These principles facilitated
the use of the 3-D interface by helping to reduce the cognitive
processing required to interpret the information from the robot
and make decisions.

VII. FUTURE WORK

In the current implementation of the 3-D interface, the map
is obtained from a laser range-finder that scans a plane of the
environment a few inches off the ground. This approach works
particularly well for planar worlds, which generally limit the
work to indoor environments. In order to apply the research to
an outdoor environment, we will look at approaches for mea-
suring and representing terrain (e.g., an outdoor trail). One of
the main challenges of presenting a visualization of terrain is
that it will necessarily increase the cognitive workload on the
operator, because there will be more information displayed in
the interface since terrain information is available at every place
in the environment. A solution will be determined by answer-
ing the question of how much information is required to give
the operator sufficient awareness with a minimal effect on the
operator’s cognitive workload.

A second area of work is to make the interface adjustable or
adaptive based on the role of the operator using the interface.
For example, in a search and rescue operation, there may be one
operator who is in charge of moving the robot while another is
in charge of searching the environment. Further, consider the
director of the search operation who may not be in charge of
operating a robot but may require information about what has
been explored, what has been found, and how resources are
being used. Each individual may require different sets of infor-

mation to adequately perform his task. If too much information
is provided, then the cognitive workload to understand the re-
quired information for a particular task will lead to decreased
performance. Similarly, too little information will also lead to
decreased performance. Therefore, it would be useful to find a
satisfying balance between the information needs of multiple
operators performing different tasks.

Lastly, it would be interesting to study how and when robot
intelligence might help an operator accomplish a task with a
robot in comparison to having a robot with no intelligence.
Following such a path could enable the comparison of how the
interface and the robot intelligence can be combined to improve
robot usability.
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