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Abstract—While the design of autonomous robots often emphasizes developing proficient robots, another important attribute of autonomous robot systems is their ability to evaluate their own proficiency. A robot should be able to assess how well it can perform a task before, during, and after it has attempted the task. How can autonomous robots be designed to self-assess their behavior? This article presents the assumption-alignment tracking (AAT) method for designing autonomous robots that can effectively evaluate their own performance. In AAT, the robot a) tracks the veracity of assumptions made by the robot’s decision-making algorithms to measure how well these algorithms fit, or align with, its environment and hardware systems, and b) uses the measurement of alignment to assess the robot’s ability to succeed at a given task based on its past experiences. The efficacy of AAT is illustrated through three case studies: a simulated robot navigating in a maze-based (discrete time) Markov chain environment, a simulated robot navigating in a continuous environment, and a real-world robot arranging blocks of different shapes and colors in a specific order on a table. Results show that AAT is able to accurately predict robot performance and, hence, determine robot proficiency in real time.

Index Terms—Assumption-alignment tracking (AAT), autonomous robot system, robot proficiency self-assessment.

I. INTRODUCTION

The design of autonomous robot systems has understandably emphasized the development of proficient robots—i.e., robots that can effectively carry out tasks in varying environments. Developing proficient robots is an ultimate goal, but an autonomous robot should also have the ability to identify and predict when it can and cannot successfully carry out a task.

Proficiency self-assessment is valuable for several reasons. First, safety dictates that autonomous systems should identify when they will fail, are failing, and have failed to accomplish a task [1], [2] and also be able to explain those failures [3], [4], [5], [6]. Second, because autonomous robots typically operate in the context of a team, knowing one’s competence and limits can improve teaming and synergistic planning [7], [8]. Third, knowing one’s limits can be used to improve robot behavior by, for example, deciding when to continue learning and when to exploit one’s current knowledge [9], [10]. As such, we argue that autonomous robot design should simultaneously focus on both proficiency and self-evaluation of proficiency.

A few papers have directly addressed proficiency self-assessment [11], [12], [13] but each has limitations. The method proposed in [11] relies on prior knowledge that is not always available, while the methods used in [12], [13] are limited to specific platforms or environments. Robotic introspection is a research area similar to proficiency self-assessment but focuses more on identifying atypical operation modes [14] or input data [15], [16], [17], [18], [19]. Another related direction is machine self-confidence, which is a robot’s “self-trust in its functional abilities to accomplish assigned tasks” [20]. One general approach to machine self-confidence is factorized machine self-confidence (FaM-Sec), which characterizes the overall confidence of an autonomous system based on a set of factors that score different parts of the system’s decision-making process [20], [21], [22], [23], [24]. There is not yet a systematic method for identifying and accurately assessing all factors and then properly integrating them to assess the overall confidence of the robot system.

We propose that task-oriented proficiency self-assessment requires at least three evaluations (see Fig. 1). First, the robot must determine whether it has a set of decision-making algorithms (or behavior generators) that can be combined to perform the desired task [11]. Second, the robot must have a performance standard, which gives it an understanding of what constitutes desirable (or acceptable) performance on that task. Finally, the robot must estimate its performance and compare this estimate to the performance standard.
While each component in Fig. 1 is necessary for performing proficiency self-assessment, this article focuses on the third component: How can a robot effectively estimate its performance at any time during task execution? We then compare this performance estimate with the performance standard (which we assume is given) to assess whether the robot can perform the task. In particular, the approach we propose and analyze for estimating robot performance is based on the following view of proficiency self-assessment: Proficiency self-assessment is awareness of how well one’s “generators” (i.e., decision-making algorithms) interact and align with the environment(s), robot hardware, and task(s) under consideration. Based on this view, we propose the assumption-alignment tracking (AAT) method that allows a robot to a) measure how well its generators align with its environment, hardware and tasks by tracking the veracity of the generators’ assumptions, and b) estimate the robot’s performance by adjusting its expected performance under normal circumstances according to the measurement of alignment (see Section III). We further propose a data-driven approach to implementing the AAT framework (see Section IV).

We evaluate AAT through three case studies: a simulated robot navigating in a maze-based (discrete time) Markov chain environment, a simulated robot navigating in a continuous environment, and a real-world robot arranging blocks of different shapes and colors in a specific order on a table (see Section V). Empirical results in a) scenarios where configurations remain the same throughout a task and b) scenarios where configurations change in the middle of a task demonstrate that AAT can yield interesting and accurate proficiency estimates (see Section VI). While AAT is shown to be useful for proficiency self-assessment, implementing AAT takes extra effort that could have been put into creating more proficient robot generators. Moreover, reducing the design effort to AAT could have complex effects on AAT efficacy. We discuss tradeoffs in how to allocate design effort in Section VII. Finally, we discuss key interesting observations from the experiments in Section VIII and present limitations of this work in Section IX.

This article evolved from the authors’ previous work on the topic [25]. This version of this article extends the original work in the three ways. First, this article describes the methodology more systematically and provides a more generalized framework that can be applied to any discrete time state-transition system with an additive performance metric. Included in this formulation is a further description and analysis of different types of veracity checkers. Second, this article provides empirical results from two additional case studies that have different task domains and environments, including a real-world robot system. Finally, we evaluate the proposed method not only in scenarios with consistent configurations but also in scenarios in which the environment or robot hardware is altered during the mission.

II. RELATED WORK

This section reviews related literature and states how AAT relates to and differs from prior work.

A. Veracity and Reliability Assessment

The veracity assessment in AAT shares similarities with prior work. For example, Ramesh et al. [7] advocate for tracking so-called robot vitals, which appear to be assessments of assumptions made about generator outputs. Similarly, Das et al. [4] used assessments of generator outputs to produce explanations to assist users in fault recovery of a robot system, and Béné and Doyen create viability tests that compare performance to predefined thresholds and use the result to estimate the resilience of an agent [26]. Finally, prior work has also discussed fault isolation to identify causes of task failure [27], wherein fault classes include “component faults” (hardware or software component failures during task) and “contextual faults” (faults related to functional system behaviors). Fault classes can be viewed as special types of alignment behaviors that are restricted to post hoc assessment of failures.

Reliability [28] has been defined as the duration of time in which a robot meets performance standards under defined working conditions. Reliability metrics include mean time to failure, mean time to repair, and mean time between failures [29, 30]. Parameters needed to compute those metrics, such as failure time, failure-free time, and repair time can be estimated using fuzzy logic [31] or probability theory [32, 33]. Reliability is similar to AAT in that it evaluates actual performance relative to a performance standard, but restricts assessments of proficiency to maintenance goal [34]. AAT, by contrast, assesses proficiency using the probability of completing an achievement-oriented task or goal [34].

B. Proficiency Self-Assessment

Frasca et al. [11] introduced a general framework for robot self-assessment which allows a robot to determine what task it can accomplish and the probability it will accomplish it. Their work is that the estimated success probabilities for complex tasks rely on prior probabilities of atomic tasks. By contrast, AAT uses training data instead of explicit prior probabilities. Future work should consider how AAT could blend prior probabilities with observed data to improve assessment.

Dutta and Nelson [12] developed a learning-based method that enables a robot to measure how similar its current task is to its previous tasks and to estimate the completion time of the current task based on its previous experience. Similarly, Burghouts et al. [13] proposed a method that allows a robot to conduct self-assessment of competence by assessing whether the current environment is known followed by 1) asking a human for feedback about its competence if the environment is not known or 2) generalizing its competence from earlier experience if the environment is known. The idea of measuring similarity between tasks or assessing whether the current environment is known is similar to the veracity assessment in AAT, though the veracity assessment in AAT involves not only evaluations of environment but also evaluations of sensors, actuators, etc. Moreover, these prior methods [12, 13] only focus on a priori proficiency self-assessment, while AAT supports both a priori and situ proficiency self-assessment.

C. Robotic Introspection

AAT is related to robotic introspection, which was first introduced by Aaron [14] as using data signatures that characterize robot operational state to differentiate between normal and
abnormal modes of operation. Grimmett et al. [15], [16] and Triebel et al. [17] adopted introspection as the capacity of a model to adjust the confidence of a particular prediction based on how representative its training data are of the corresponding test case. Daftry et al. [18] advocated for an introspective model independent from the underlying robot system. The model learns hidden latent representations from perceptual inputs with a spatio-temporal convolutional neural network and then uses a linear support vector machine that takes the latent representations as inputs and predicts how likely perceptual inputs would cause robot failure. Kuhn et al. [19] trained an introspective model to predict future disengagements of autonomous vehicles. The model uses state data describing the dynamics of vehicles as input and learns from the previous experience of the vehicle. Israelsen and Ahmed defined self-assessment as an introspective assurance for establishing user trust in an intelligent system [35]. Similar to AAT, each paper previously emphasizes the importance of identifying underlying assumptions, either explicitly or through data-driven learning methods. AAT differs from these papers in how evaluations of the assumptions are used to assess the probability of success in an achievement-oriented goal [34].

D. Machine Self-Confidence

Another notion similar to proficiency self-assessment is known as machine self-confidence, which is a robot’s “self-trust in its functional abilities to accomplish assigned tasks” [20]. Several metrics have been proposed to measure machine self-confidence. Hutchins et al. [36] represented the self-confidence of an unmanned vehicle by measuring the uncertainties in its sensors and planners. Kuter and Miller [37] computed self-confidence by measuring the ability of an autonomous system to foresee contingencies that could threaten its performance, and to adapt its plan to circumvent those conditions. Sweet et al. [38] proposed three metrics for self-confidence in autonomous systems: success probability, plan robustness, and quality of meta-knowledge. Zagorecki et al. [39] considered autonomous systems that consist of multiple Bayesian network models. They proposed to use the surprise index [40] to determine which model better matches a case to be solved and to measure the confidence of an autonomous system. Kaipa et al. [41] considered the bin-picking problem where a robot is assigned to singulate multiple parts from a bin in a specific order. Each of these papers uses measures of sensor uncertainties, predicted plan disruptions, and data-driven diagnostics to assess self-confidence.

An integrated system of assessing self-confidence, known as FaMSec, characterizes the overall confidence of an autonomous system based on a set of factors that score different parts of the system’s decision-making process [20], [21], [22], [23], [24]. In that work, five factors were proposed: command interpretation, model validity, solver quality, outcome assessment, and past performance [21], [22]. Methods for assessing the outcome assessment factor [21] and solver quality factor [23], [24] were developed. FaMSec was extended to assess and express uncertainties through generalized outcome assessments formulated in terms of task-relevant outcome semantics for UAV ISR applications [42]. The elements in FaMSec are similar to the process of identifying assumptions, defining alignment checkers, designing progress checkers, and training these checkers using controlled experiments. Future work should evaluate how elements of FaMSec and AAT can be integrated. The self-confidence metrics in the prior two paragraphs are similar to the progress checkers used in this article. Indeed, self-confidence metrics could be used as progress checkers in future work. By contrast to self-confidence metrics, AAT includes direct assessments of how well explicitly identified assumptions are satisfied.

E. Metrics for Robot Proficiency Self-Assessment

Various metrics for robot proficiency self-assessment have been summarized in [43]. Some of those metrics are related to this work, including alignment of uncertainty and performance, mission progress, predicted versus actual completion time, and reliability. For each metric, we review its definition in [43], its related literature, and how it relates to this work.

Alignment of uncertainty and performance can be measured as the correlation between the variance and performance of the model’s output, which was evaluated by Fitzgerald et al. [44]. Similarly, Fleming and Daw [45] correlated the model’s uncertainty to the actual error incurred by the model’s output. In this work, we evaluate AAT performance by computing the average predicted success/failure probability for success/failure trials [see Fig. 10(a), (d), and (g)].

Mission progress refers to the extent to which a task has been completed and reflects a robot’s performance and proficiency. For sequential tasks, mission progress can be measured as the number or percentage of subtasks completed. In [46], [47], the estimation of mission progress involves reaching milestones, satisfying preconditions or postconditions, deviations from scripts, and timing metrics. The progress checkers in the present article are application-specific implementations of mission progress. Future work should explore how additional progress checkers can be developed and applied.

Assessment metrics can also include the distribution of predictions and observations to recognize when a system is not functioning well enough. For example, an approach to measure the proficiency of a model using a Cramer Rao-like measure of the expected value of the second moment of a log likelihood function was studied in [48].

Predicted versus actual completion time indicates the accuracy in predicting the robot’s task completion time. Similarly, Schneider et al. [49] measured the difference between the predicted and actual time for a failure. The difference between actual and predicted completion time is post hoc but is used in this article as the training target of the kNN algorithm in order to facilitate in situ assessments.

These metrics and methods can be classified as progress checkers (using the terminology in this article). AAT uses both alignment checkers and progress checkers, and future work should evaluate how these more sophisticated progress checkers could be combined with alignment checkers to better perform proficiency self-assessment. Of particular interest is exploring how general patterns of progress checkers can be distilled from these cited prior works.

III. METHODOLOGY AND FRAMEWORK

Estimating performance in arbitrary environments and scenarios is challenging because it is difficult to determine how
environmental characteristics, the robot’s hardware, and the robot’s decision-making algorithms (or generators) will combine to impact the robot’s performance. This is difficult for post hoc estimates, but even more difficult for a priori and in situ estimates. Past work has conjectured that a robot’s performance is a function of the complexity of the environment in which the autonomous system operates (e.g., [50], [51]). Unfortunately, quantifying the effect of environment complexity on a robot’s task performance remains unsolved.

We assert that robot performance is sensitive to how well its generators align with its environment and hardware. This alignment can be determined via a set of metrics that do not require a direct assessment of the complexity of the environment, but rather is made by tracking the veracity of the assumptions upon which the robot’s generators rely. We call this AAT.

Fig. 2 shows the three phases of applying AAT to assessing robot proficiency. In phase 1, the robot designer identifies assumptions made in the construction of the robot’s generators, and creates a) alignment checkers that assess the veracity of these assumptions and b) progress checkers that explicitly estimate the robot’s progress in completing its tasks. In phase 2, the outcomes of these checkers over time form a time-indexed set of veracity assessments of the identified assumptions, which are then converted to feature vectors. In phase 3, feature vectors are used to model how to adjust the robot’s purported performance (expected performance under normal circumstances) to estimate the robot’s actual performance, which is compared to a performance standard to determine whether the robot is proficient or not. The rest of this section and the next section formalize the process.

A. Trajectory, Task, and Performance

Let $E = S \times A \times S$ be a discrete time state transition system that models the environment as a mathematical relation where $S$ denotes a suitable state space and $A$ denotes a robot’s available actions. Elements of this relation are (present state, action, next state) triples.

A robot within the environment takes observations of the environment and generates actions, as described by the robot generator relation $R = S \times O \times A$. Elements of the robot relation are (state, observation, action) triples, where each state is associated with one observation and at least one action.

When the robot and environment relations are joined, a set of time-indexed state and observation trajectories are created, respectively

$$s_t = [s_0, s_1, \ldots, s_t] \quad \text{and} \quad o_t = [o_0, o_1, \ldots, o_t]$$

where, $s_0$ is an initial state and $o_0$ is an initial observation.

A performance metric can be either a utility to be maximized or a cost to be minimized that maps a time-indexed state trajectory to a real value. This work considers problems in which a single task is performed by the robot and in which there is a cost function defined for the robot metric

$$C : \{s_t\} \mapsto \mathbb{R}.$$ 

This work further assumes that $C$ is additive, such that

$$C(s_t) = C([s_0, s_1, \ldots, s_t]) + C([s_t, \ldots, s_t])$$

where, $0 < \tau < t$. Future work should explore other performance metric structures.

In practice, the robot estimates its state trajectory based on its observation trajectory and then applies the cost function to the estimated state trajectory to predict its final cost. For simplicity, we explicitly define $C$ as a mapping from an observation trajectory to a real value

$$C : \{o_t\} \mapsto \mathbb{R}.$$ 

B. Assumptions and Veracity Assessments

As asserted in many No-Free-Lunch Theorems (e.g., [52]), all decision-making algorithms (or generators) for autonomous robot systems are based on assumptions or biases that dictate their performance [53]. When these assumptions and biases are satisfied in the real world, the robot’s behavior and its impact on the world satisfy the designer’s intentions. However, when the assumptions are not met, the robot’s behavior and its impact on the world are both less predictable and less likely to be satisfactory. Thus, the ability to differentiate between conformity to and violation of these assumptions can provide rich insight into a robot’s performance.

Fig. 2 illustrates two important forms of assumptions related to a robot’s generators: assumptions about generator inputs and generator outputs. Assumptions about generator inputs include assumptions about the robot’s sensors, the robot’s actuators, and the properties of the environment. For example, a mapping system for a robot performing a navigation task might assume that sensor readings have low variance and that the sensor can detect the objects in the environment. Assumptions about generator outputs relate to the properties of the outcomes of generator decisions. For example, a robot navigation system might be designed under the assumption that the robot’s mapping...
system will compute consistent positions of stationary objects in the environment.

Once the assumptions made in the design of the robot generators are identified, the system designer creates assumption checkers that check assumption veracity. Assumption veracity assessments can begin before the robot starts to operate in the environment (i.e., a priori; these assessments are mainly limited to input assumptions) and then continue throughout the mission (i.e., in situ assessments). The resulting time series of assessments over each of the assumptions form the alignment profile, which is used to evaluate the robot’s ability to perform the given task in the current environment.

Suppose that there are $M$ assumptions made by the robot’s generators. In AAT, at least one checker is created for each assumption. An alignment checker is a generator-specific function that evaluates the robot’s observations to determine how well a generator’s assumption is satisfied. Alignment checkers can produce boolean or real-valued assessments. For simplicity, assume that there is exactly one alignment checker per assumption, and denote the $M$ alignment checkers as $\{v_1(\omega_t), v_2(\omega_t), \ldots, v_M(\omega_t)\}$. Note that even technically $\omega_t$ is the input to each checker, many of the alignment checkers implemented in this work require only the current observation $\omega_t$, while others (such as those assessing stochastic properties) use only a limited number of the latest observations. This approach to alignment checking makes the veracity assessments sensitive to sudden changes during tasks.

Because not all assumptions can be easily checked and because some assumptions can easily be missed, we create a second set of checkers known as progress checkers. Progress checkers are assessments that explicitly estimate the robot’s progress in completing a task. They aggregate many assumptions and hence are assessments that explicitly estimate the robot’s progress in observation checkers implemented in this work require only the current observation $\omega_t$, while others (such as those assessing stochastic properties) use only a limited number of the latest observations. This approach to alignment checking makes the veracity assessments sensitive to sudden changes during tasks.

Because some veracity assessments are noisy and benefit from temporal smoothing, $v(\omega_t)$ is better represented as a feature vector, at time $t$, $f(\omega_t) = [f_1(\omega_t), f_2(\omega_t), \ldots, f_{M+K}(\omega_t)]$ that includes any temporal blending that must occur. There are several ways to perform this temporal blending, and this article uses exponential smoothing, yielding

$$f_k(\omega_t) = \lambda_k f_k(\omega_{t-1}) + (1 - \lambda_k) v_k(\omega_t) \quad (2)$$

where, $\lambda_k \in [0, 1]$. The initialization condition, $f_k(\omega_{-1})$, is set to zero and is used for computing $f_k(\omega_0)$. This article uses progress checkers that explicitly integrate multiple observations together. Therefore, the feature vectors for the progress checkers are $f_k(\omega_t) = v_k(\omega_t)$, corresponding to $\lambda_k = 0$. By contrast, this article uses $\lambda_k > 0$ for alignment checkers, which benefit from temporal smoothing. Evaluating $\lambda_k \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$ in the Markov chain study showed little sensitivity (discriminability root mean square error less than 2.14%) so $\lambda_k = 0.3$ is used in all evaluations.

Feature vectors give rise to the alignment profile at time $t$, which is the time series of veracity assessments encoded as feature vectors up to time $t$

$$F(\omega_t) = [f^T(\omega_0), f^T(\omega_1), \ldots, f^T(\omega_t)]^T \quad (3)$$

where, the superscript $T$ denotes “transpose.” The alignment profile gives insight into how well the robot’s generators will interact with its environment and hardware systems. It can thus be used to estimate the robot’s performance.

C. Estimating Performance

The estimate of the final performance is a function of the observations up to the current time $t$ and projections of observations in the future. Let $\hat{C}([o_0, o_1, \ldots, o_t])$, where the last ellipsis denotes future observations, denote this prediction of final task performance made at time $t$. Because the cost function $C$ is additive, $\hat{C}([o_1, o_2, \ldots])$ is estimated from two components: estimated performance so far on the mission up to time $t$, denoted by $\hat{C}([o_0, o_1, \ldots, o_t])$, and the performance predicted in the future, denoted by $\hat{C}([o_{t+1}, \ldots])$. Thus

$$\hat{C}([o_0, o_1, \ldots, o_t]) = \hat{C}([o_0, o_1, \ldots, o_t]) + \hat{C}([o_{t+1}, \ldots]) \quad (4)$$

The second half of (4), specifying estimated future performance, is obtained from two parts: purposed performance $\overline{C}([o_{t+1}, \ldots])$ and a scaling coefficient $\eta$. Purposed performance can be thought of as a type of expected performance if things go as planned from the current state. It is computed by the planner under the assumption that all the generators’ assumptions hold. The scaling coefficient $\eta$ depends on the current veracity assessment, $f(\omega_t)$, and is therefore expressed by the function $\eta(f(\omega_t))$. Intuitively, this scaling coefficient indicates how the cost is likely to change, usually at an increase, as assumptions are violated. In addition, as demonstrated in the case studies we present later in this article, purposed performance estimates computed by the planner need not be perfect since scaling can simultaneously provide corrections to those estimates. Therefore, AAT estimates the final performance as

$$\hat{C}([o_0, o_1, \ldots, o_t]) = \hat{C}([o_0, o_1, \ldots, o_t]) + \overline{C}([o_{t+1}, \ldots]) \cdot \eta(f(\omega_t)) \quad (5)$$

The next section presents an implementation of (5).

IV. AN IMPLEMENTATION OF THE AAT FRAMEWORK

This section presents an implementation of AAT, including design choices for the cost function $C$ and the scaling coefficient $\eta$. First, we define $C$ as the time-to-complete a task. Then, we approximate $\eta$ based on the robot’s past experiences, which consist of feature vectors contained in the alignment profiles of different past runs (experiences) as well as the known scaling coefficients associated with those runs. To do this, we implement a $k$-nearest neighbor (kNN) algorithm that computes the past feature vectors that are closest to the current feature vector.
These nearest-neighbor samples specify a probability distribution of the current scaling coefficient. Finally, the probability distribution of the current scaling coefficient is used to compute a probability distribution predicting the robot’s performance, which can then be used to make an assessment of the robot’s proficiency by comparing the predicted performance to the given performance standard. In Section V, we study the effectiveness of this implementation of AAT by applying it to three different systems.

A. Implementing the Cost Function C

For many tasks, including those considered in the three case studies we present subsequently, the cost metric is the time-to-complete the task. The cost up to the current time, \( t \), is therefore the elapsed time

\[
C(\alpha_t) = |\alpha_t| = t
\]

where, \(|\alpha_t|\) denotes the number of steps in the trace. Given this definition, (5) becomes

\[
\hat{C}(\{\alpha_0, \alpha_1, \ldots \}) = t + C(\{\alpha_0, \ldots \}) \cdot \eta(f(\alpha_t)). \quad (6)
\]

B. Computing the Scaling Coefficient \( \eta \)

We compute the scaling coefficient \( \eta \) using a kNN algorithm (we justify the usage of kNN in Section VIII). This algorithm compares the current veracity assessment vector with feature vectors from the alignment profiles recorded in the training set. The training set is formed from past experiences in which the robot attempted the task in potentially different environments and under different conditions, some of which violate the assumptions made in the creation of the robot’s generators.

Formally, the training set is formed from a set of trials in which each trial \( j \) yields an alignment profile \( P^j(\alpha_t) \) that contains a set of feature vectors \( \{P^j(\alpha_t)\} \). Associated with each of these feature vectors is a scaling coefficient, which denotes the robot’s actual performance in the trial relative to the purported performance at that time in the trial. Let \( T^j \) denote the time it took the robot to perform the task in trial \( j \) and let \( C^j(\{\alpha_0, \ldots \}) \) denote the purported performance of the robot at time \( t \) in trial \( j \). Then, the scaling coefficient of this sample is given by

\[
\eta^j = \frac{T^j - t}{C(\{\alpha_0, \ldots \})}. \quad (7)
\]

Training experiments, therefore, yield a set of time-indexed feature vectors, \( P^j \), along with an estimate of the scaling coefficient \( \eta^j \). The combined vectors and scaling coefficients yield a training set \( X \) for the learning algorithm.

The kNN algorithm is used to estimate the scaling coefficient. The algorithm computes the set \( N \subseteq X \) as the \( k \) samples in \( X \) with the feature vectors that are nearest to the current feature vector \( f(\alpha_t) \). A weighted L1 distance (e.g., the Manhattan distance) is used as the distance metric to compute this set. Given two feature vectors, \( P \) and \( P^j \), the weighted L1 distance is given by

\[
||D, P, P^j||_1 = \sum_{n=1}^{M+K} D_n \cdot |f_n^j - f_n^j| \quad (8)
\]

where, \( D = [D_1, D_2, \ldots, D_{M+K}] \) is a vector used to weight the relative strength of the dimensions of the feature vector. Each nearest neighbor \( n \in N \) then provides an estimate of the scaling coefficient, \( \eta^j \).

To form a probability distribution over the scaling coefficients \( \eta \), each \( n \in N \) is assigned a raw weight, denoted by \( w_{raw}^n \), that is inversely proportional to the distance between the currently measured feature vector \( f(\alpha_t) \) and the feature vector of the neighbor, \( f^j \). From these raw weights, a normalized weight is computed as

\[
w_{norm}^n = w_{raw}^n \sum_{i=1}^{k} w_{raw}^i. \quad (9)
\]

These normalized weights, combined with the scaling estimates \( \eta^j \), form a probability distribution to define the scaling coefficient \( \eta \). In turn, the scaling estimates \( \eta^j \) are used in (6) to produce an estimate (made by sample \( n \)) of final performance

\[
\hat{C}^n(\{\alpha_0, \ldots, \alpha_t \}) = t + C(\{\alpha_0, \ldots \}) \cdot \eta^j. \quad (10)
\]

Equations (9) and (10) then provide a probability distribution over the robot’s final estimated performance on the task.

The experiments in the next section consider three distance functions: \( D_{alignment} \), \( D_{progress} \), and \( D_{all} \) given by

\[
D_{all} = D_{alignment} + D_{progress}. \quad (11)
\]

\( D_{alignment} \) includes nonzero weights for alignment checkers while zero weights for progress checkers. On the other hand, \( D_{progress} \) includes nonzero weights for progress checkers while zero weights for alignment checkers. The specific three distance functions and raw weights \( w_{raw}^n \) used in the three case studies are described in the next section.

C. Assessing Proficiency Requires a Performance Standard

The process of proficiency self-assessment described in Fig. 1 requires not only the performance estimate, but also a performance standard. This section considers the latter. Since the case studies use time-to-completion of an achievement-oriented task [34] as the performance metric, the performance standard is a predefined time bound \( T_{bound} \), which is used to determine whether robot performance is acceptable. Define the goal function, denoted by \( G \), that maps cost \( C \) to a boolean value

\[
G(C) = \begin{cases} 
\text{true} & \text{if } C \leq T_{bound} \\
\text{false} & \text{otherwise} 
\end{cases}
\]

where, \( G = \text{true} \) means the robot’s performance is acceptable. Note that \( G \) can be either measured for completed trials or estimated for ongoing trials. In other words, \( G \) is a random variable with binary outcomes, \{true, false\}.

Each nearest neighbor \( n \in N \) provides a performance estimate \( \hat{C}_n \) along with a normalized weight \( w_{norm}^n \) using (9) and (10). Applying \( G \) to each \( \hat{C}_n \) tells whether each nearest neighbor predicts success or failure. Thus, summing up the normalized weights of the nearest neighbors that predict success yields the predicted success probability

\[
P(G = \text{true}) = \sum_{n=1}^{k} w_{norm}^n \cdot \text{if } G(\hat{C}_n) = \text{true}. \quad (12)
\]
The predicted failure probability is \(1 - P(G = \text{true})\).

The proficiency assessor is a binary classifier that takes as input the success probability in (12), compares it to a subjective threshold \(\theta\), and indicates that the system will succeed if \(P(G = \text{true}) \geq \theta\). Varying \(\theta\) changes the true positive and false positive rates of the resulting classifier, yielding the receiver–operator characteristic (ROC) curves, which are useful for assessing discriminability.

V. CASE STUDIES

We applied AAT to three case studies: a navigation task, a maze-based discrete time Markov chain, and a Sawyer robot manipulating blocks on a table. The case studies were chosen because they have different task domains and environments. Consequently, the case studies provide evidence that a straightforward and simple implementation of AAT can produce reasonably effective estimates of proficiency self-assessment across many task domains.

Each case study implements study-specific elements of AAT. However, in accordance with the process of AAT described in the previous sections, each study consists of the following steps. First, the assumptions made in the design and implementation of the robot’s generator(s) are identified. Second, veracity checkers for the identified assumptions are implemented. Third, experiments are performed with variations in environment and system configurations to populate a dataset, which is divided into training and test set. Fourth, case-specific parameters for the kNN algorithm are chosen and used to predict the task success probability of the robot system from the training set. The resulting predictor is then evaluated on the test set. The remainder of this section describes these elements for each case study.

A. Navigation Task

1) Task Domain: The robot is a simulated robot that can spin in place in either direction or move forward. The robot is equipped with two sensors: a camera that looks down on the world from above and a sensor that detects whether or not the robot is on a charging pad. The robot’s task is to navigate to its charger within a certain amount of time.

In this case study, we consider the four world environments shown in Fig. 3. These simulation environments include the robot (shown as a blue triangle) and its charger (shown as a red square). All other entities shown in the figures, including black line segments and pink and green robots (shown as circles), are obstacles through which the blue robot cannot pass. The four worlds shown in Fig. 3 are designed to represent different difficulty levels, determined by the initial distance between robot and charger as well as the number and placement of obstacles. Mazes 1–2 were selected to generate training data, while Mazes 3–4 were used to generate test data.

Given that the robot must travel different distances to reach its charger in each world, we set a different performance standard for each world. The performance standards in Mazes 1–4 are set such that the robot should reach the charger within 60, 150, 300, and 220 s, respectively.

2) Generators and Assumptions: The simulated robot is equipped with three different decision-making algorithms (or generators) to perform the navigation task: 1) a mapper, 2) a path planner, and 3) a controller. The mapper takes as input the camera image and creates a map of the environment by detecting and localizing itself and its charger in the world. It also creates an obstacle map of the world. A new map is created every time a new camera image is received. Mapper assumptions are:

1) the camera produces up-to-date images;
2) the camera is in the expected location, is oriented downward, and has the assumed view-angle;
3) the camera sees color according to specification;
4) the camera has low noise and distortion;
5) the robot is blue and the charger red, and no other objects in the environment are those colors;
6) the robot and charger are visible in the camera image;
7) all obstacles are also visible and are not white in color.

The assumed output of the mapper is a consistent and accurate map of the world.

The planner takes as input the map, created by the mapper every time a new camera image is received, to plan a path from the robot to the charger using RRT* [54]. In addition to assuming the map created by the mapper is correct, the planner assumes:

1) the robot is of the assumed size and shape;
2) the world is stationary (other than robot movement);
3) there is a path to the charger that can be found within 1500 iterations of RRT*;
4) the open space in the world has uniform cost (i.e., the robot drives as easily through one open space as another).

The assumed planner output is a planned path with a consistent path length.

The controller takes as input the planned path and outputs commands to the robot’s actuators, which move the robot along the chosen path to the charger. In addition to assuming the path selected by the planner is feasible, the controller assumes:

1) the robot’s actuators are engaged (and react to the controller’s commands);
2) the robot spins at the expected speed;
3) the robot moves straight when going forward;
4) the robot moves at the expected speed.

The expected output of the controller are wheel movements that move the robot in the expected manner through the world. Together with the expected output of the other two generators, the generators are assumed to cause the robot to approach the charger at an expected rate.

3) Alignment and Progress Checkers: Based on the identification of these assumptions, Fig. 4 shows the alignment
checkers that were implemented in this study to monitor the veracity of these assumptions. Note that the experiments did not include an alignment checker that verified that the camera was located and oriented as expected. Progress checkers were also created to monitor two parameters that correlate to the robot’s performance: 1) the average speed with which the robot has navigated so far and 2) the proportion of the distance the robot has covered towards its goal (the charger) from its initial position.

4) Study-Specific Details: Implementing AAT requires specifications of study-specific values and mechanisms related to (8)–(10), including purported performance $C(a_1,\ldots)$, raw weights ($w_{raw}^a$), and distance functions.

**Purposed performance.** For this navigation task, purported performance is based on the amount of time we expect the robot to take to traverse the path computed by the planner under normal circumstances. The path computed (using RRT*) by the planner consists of a sequence of segments in the world. For each segment, the robot must first orient (spin action) in the direction of segment, and then traverse the segment (straight action). Given how fast we observed the robot spin and move under normal circumstances, we compute the purported performance of the robot as

$$C(a_1,\ldots) = 4|P| + \frac{1.2 \cdot \text{dist}(P)}{v_{\text{max}}} \quad (13)$$

where, $P$ is a set of segments that define the planned path from the robot’s current position to its charger, $|P|$ is the number of segments in the path, $\text{dist}(P)$ is the length of the path $P$, and $v_{\text{max}}$ is the robot’s assumed maximum speed. The first portion of (13) (i.e., $4|P|$) indicates that it takes the robot approximately four seconds on an average to orient to the direction of the next segment after it has navigated a segment. The second half of this equation specifies the average time required to traverse the segments of the path when assumptions are met. Because the robot needs to occasionally reorient (by turning in place) as it traverses a segment, it does not always travel at full speed. Thus, the coefficient of 1.2 is added (determined experimentally under normal conditions) to account for the time spent reorienting as it traverses a segment.

**Raw weight.** In this case study, the raw weight for each nearest neighbor, $w_{raw}^a$, is given by

$$w_{raw}^a = \max(0, \alpha - \|D, f(o), f^a\|_1) + \beta \quad (14)$$

where, $\alpha = 5$ and $\beta = 0.5$ are subjectively chosen. (14) is subjectively chosen to guarantee that the raw weight is positive and correlates to distance negatively. Pilot evaluations, not reported in this article, indicate that its parameters, $\alpha$ and $\beta$, can be changed without substantially affecting AAT efficacy (e.g., different values of $\alpha$ and $\beta$ are used for the block manipulation case study). Moreover, (14) can be replaced with (15), which is a more common way to compute raw weight.

**Distance functions.** For $D_{\text{all}}$, the coefficient for each alignment checkers is set to 1, while the coefficients for the progress checkers (average speed and proportion of traveled distance) are set to 2 and 3, respectively. These coefficients are not thoroughly optimized, but are subjectively set to adequately balance the impact of alignment and progress assessments in this study; the other case studies use the same weights. $D_{\text{alignment}}$ and $D_{\text{progress}}$ can be derived using (11).

5) Training and Evaluation: To evaluate the ability of the robot to perform proficiency self-assessment, the simulator is configured to allow a human to act as a foil to the robot. The authors, acting as the foil, varied these scenarios by modifying the robot’s camera sensor and actuators in two ways each: the noise and distortion of the camera image, and the speed and bias of the robot’s wheels (negative bias causes the robot to drift right when moving straight, while positive bias causes the robot to drift left). Table I describes how these variations were randomized and combined together throughout the scenarios. When the magnitude of variations is large, these variations produce assumption violations (i.e., the generators were not specifically designed to handle these scenarios), and hence the robot is more likely to fail in the task.

The combinations of variations were applied evenly in simulations across the four mazes (see Fig. 3), yielding 41 simulations in each world. Simulations conducted in Mazes 1–2 were used for training data, while simulations conducted in Mazes 3–4 were used to test the ability of AAT to discriminate between successful scenarios and unsuccessful scenarios. In these scenarios, variations were kept consistent for the entire time the robot performed the task.

Many real world scenarios are prone to sudden changes in the environment and system capabilities. For example, the robot may suddenly begin to fail in the middle of a mission if its sensors or actuators get damaged or its battery begins to fail. Thus, to further test the efficacy of AAT, we conducted three additional simulation runs where a sudden change was introduced about 60 s after the task started. The same AAT predictor (trained in the previously mentioned training scenarios) was used to predict the task outcome for these additional simulation runs. Table II lists the configurations for these three sudden-change scenarios for this case study.

### Table I

<table>
<thead>
<tr>
<th>Combination of Variations</th>
<th>Range of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera noise:Robot bias</td>
<td>Noise: 0 to 0.3; Bias: -2 to 2</td>
</tr>
<tr>
<td>Camera noise:Robot speed</td>
<td>Noise: 0 to 0.3; Speed: 1 to 11m/s</td>
</tr>
<tr>
<td>Camera distortion:Robot bias</td>
<td>Distortion: -2 to 2; Bias: -2 to 2</td>
</tr>
<tr>
<td>Camera distortion:Robot speed</td>
<td>Distortion: -2 to 2; Speed: 1 to 11m/s</td>
</tr>
</tbody>
</table>
Markov chain components are as follows.

1) State space: In the maze world, white cells are valid states, black squares are walls, and the blue circle is the goal state. The discrete time Markov chain world (see Fig. 5) is surrounded by implicit walls.

2) Action space: The robot’s action space is moving in the cardinal directions, \{up, down, left, right\}.

3) Current state: The state where the robot currently is.

4) Transition: The robot transitions from the current state to the next state indicated by its action (e.g., moving up if the action is up) with probability \(p\), and transits to one of the other three adjacent states with probability \((1 - p)/3\). The robot remains in the same state if the transition would cause the robot to hit a wall.

5) Reward: The robot gets a state-related reward when a transition happens without a collision. If the robot hits a wall, it receives a negative reward as a punishment for the collision.

6) Goal state: a specified state in the world; e.g., the blue cell in Fig. 5.

The robot is equipped with the following sensors that assist the robot to complete its task.

1) A simulated GPS that returns the robot’s current state.

2) An obstacle sensor that indicates which adjacent states are open and which are obstacles.

3) A collision sensor that indicates whether the robot hit a wall when it tried to move.

4) A direction sensor that reports the direction the robot moved.

5) A simulated motor sensor that reports the actual action (not the intended action) taken by the robot.

6) A goal sensor that indicates whether the robot is in the goal state or not.

7) A reward sensor that reports the actual reward or punishment that the world gives to the robot when it acts.

The sensors only return correct values with probability 0.99, and the following information is returned when they give incorrect values:

1) The GPS returns a location randomly chosen from the robot adjacent states.

2) The obstacle sensor returns the false status of the robot adjacent states; the correctness for each state is independent.

3) The collision sensor returns the false outcome.

4) The direction sensor returns a false direction randomly chosen from all potential false directions.

5) The motor sensor returns an action that is not in the action space.

6) The goal sensor returns the false outcome.

7) The reward sensor returns the correct reward plus or minus 1.

2) Generator and Assumptions: The robot does not directly know any of the components of the actual world described in the previous section. Instead it assumes a specific configuration of the world, which may or may not match the actual world. The robot generates its policy using the value iteration algorithm (see, for example, [55]) under the assumption that the real world’s state space, action space, transition probability, and rewards match the specified configuration. The value iteration algorithm is applied to the specified configuration rather than the configuration in which the robot actually operates. When the robot is in a state not represented in its policy (due to its assumed state space being different than the real state space), it takes an action randomly chosen from its assumed action space. If the intended action is excluded in the real action space, the robot takes an action randomly chosen from the real action space.

3) Alignment and Progress Checkers: Since value iteration is executed given the robot’s assumptions about the world, alignment and progress checkers are needed; see Fig. 6. The following Input alignment checkers were implemented.

1) CurrentState checker: whether the state deduced from GPS information matches with that deduced from the motion information.

2) StateSpace1 checker: whether the validity of the current state matches with the assumption.
3) StateSpace2 checker: whether the validity of the surrounding states matches with the assumption.
4) ActionSpace1 checker: whether the intended action is valid.
5) ActionSpace2 checker: whether the action space is consistent among the state space.
6) Reward checker: whether the reward function matches with the assumption.
7) GoalState checker: whether the goal state matches with the assumption.
8) TransitionFunction checker: whether the transition function matches the assumed transition patterns.
9) Collision checker: whether detected collisions are correct.

Moreover, two output alignment checkers are implemented to check the output of the generator: 1) Success checker: whether the success probability estimated by the robot exceeds 0.5; 2) Approach checker: whether the task completion time estimated by the robot keeps decreasing.

Three different progress checkers are also created as follows.
1) RobotMeanSpeed checker: the robot’s mean speed, given by the Manhattan distance traveled from the start position divided by the moves taken.
2) CollisionProportion checker: actual number of collisions the robot has experienced divided by the number of collisions allowed.
3) DistanceProportion checker: the Manhattan distance the robot has traveled from the start position, divided by the moves taken.

4) Study-Specific Details: Purported Performance. The purport performance is estimated based on the algorithm described in [56].

Raw weight. The raw weight in this case study is computed as follows. If all the distances are nonzero, \( w_{\text{raw}}^{n} \) is given by

\[
 w_{\text{raw}}^{n} = 1/\|D \cdot f(\mathbf{o}), f^n \|_1.
\]  

(15)

If some of the distances are zero, \( w_{\text{raw}}^{n} \) is assigned one for zero-distance neighbors and zero for nonzero-distance neighbors.

Distance functions. For \( D_{\text{all}} \), the coefficients for all alignment checkers are set to 1, while the coefficients for the progress checkers (average speed, proportion of traveled distance, proportion of taken collisions) are set to 1, 5, and 1, respectively. \( D_{\text{alignment}} \) and \( D_{\text{progress}} \) are from (11).

5) Training and Evaluation: We collect data from simulations in three different simulated (actual) worlds with only slight differences between each other. The first actual world is configured as World 1 in Table III. The second actual world differs from World 1 in having a higher transition probability (0.95) while the third actual world differs from World 1 in having more walls near the robot start position [see Fig. 5(g)].

For each actual world, we consider two sets of assumed worlds (i.e., the world the robot initially assumes it is in). The first set includes a world identical to the actual world and another ten worlds with only one component varied from the actual world. While the second set contains ten worlds with two components varied from the actual world. Table III lists a few representatives assumed worlds for the first actual world. Note how:

1) World 1 is identical to the actual world;
2) Worlds 2–5 each have one component varied from World 1;
3) Worlds 6–8 each have two components varied from World 1.

Similar assumed worlds are used for the other two actual worlds.

Since the assumed worlds in the second set differ from the actual world more than the assumed worlds in the first set, we train the kNN model on data from the first set and test the model on data from the second set, so that we can check the capability of the model to generalize from easier scenarios and predict well in harder scenarios. We conduct 50 simulations for each assumed world.

As in the other case studies, in addition to evaluating the ability of AAT to predict success and failure in worlds with static conditions, we also analyze its effectiveness when conditions in the world suddenly change. Thus, we consider a scenario in which a sudden change is introduced about 15 time steps into the simulation. In this scenario, the actual world is initially configured as World 1 (see Table III) for the first 15 time steps. While after 15 time steps, the state space is suddenly altered to Fig. 5(g) (i.e., more walls are added near the robot’s start state). Meanwhile, the robot assumes that it is in World 1 during the entire simulation.

<table>
<thead>
<tr>
<th>World Index</th>
<th>State Space Action Set</th>
<th>Trans. Prob.</th>
<th>Reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fig. 5(a) ( u, r )</td>
<td>0.7</td>
<td>(0, -1, 2)</td>
</tr>
<tr>
<td>2</td>
<td>Fig. 5(a) ( u, l, r )</td>
<td>0.7</td>
<td>(0, -1, 2)</td>
</tr>
<tr>
<td>3</td>
<td>Fig. 5(a) ( u, r )</td>
<td>0.5</td>
<td>(0, -1, 2)</td>
</tr>
<tr>
<td>4</td>
<td>Fig. 5(a) ( u, r )</td>
<td>0.7</td>
<td>(0, -1, 2)</td>
</tr>
<tr>
<td>5</td>
<td>Fig. 5(c) ( u, r )</td>
<td>0.7</td>
<td>(0, -1, 2)</td>
</tr>
<tr>
<td>6</td>
<td>Fig. 5(d) ( u, d, l, r )</td>
<td>0.7</td>
<td>(0, -1, 2)</td>
</tr>
<tr>
<td>7</td>
<td>Fig. 5(a) ( u, d, l, r )</td>
<td>0.5</td>
<td>(0, -1, 2)</td>
</tr>
<tr>
<td>8</td>
<td>Fig. 5(b) ( u, r )</td>
<td>0.7</td>
<td>(0, -1, 2)</td>
</tr>
</tbody>
</table>
C. Block Manipulation by a Sawyer Robot

1) Task Domain: A Sawyer Robot [57] is tasked with organizing blocks, each of which has a different color and shape, on a table. It has a 7 DOF arm for manipulation and a pneumatic gripper attached to the arm for grasping. The robot uses a Kinect2 camera [58] mounted on the ceiling to perceive the environment from a bird’s eye view.

Fig. 7 shows the task setup consisting of the robot and a table. The table has nine blocks of three different colors and shapes. The robot’s task is to arrange these blocks in the center of the table in a desired arrangement within a certain amount of time. The top left inset figure shows the environment as perceived and expected by the robot. Any other entities on the table other than the blocks of the three shapes and colors are perceived as foreign objects. The bottom right inset figure shows the desired arrangement of blocks at the end of the task.

Task difficulty is controlled in part by varying the initial configuration of blocks on the table. Based on the initial positions of the blocks, it can require a different number of total swaps to complete the task, where one swap is defined as one complete pick and place operation. Thus, at a given time for each visible block, the calculated number of swaps can be either: a) 0: If the block is already at goal position, b) 1: If the block is not at the goal position but the goal position is free, or c) 2: If the block is not at the goal position and the goal position is occupied by another block. We subjectively set the acceptable performance standard for this task at 300 s (i.e., the robot succeeds if it sets up the table in less than 300 s), regardless of the number of swaps required to properly arrange the blocks on the table.

2) Generators and Assumptions: The Sawyer robot uses three different generators to perform the table setup task: 1) a mapper, 2) a path planner, and 3) a controller. The mapper takes as input the camera image and the point cloud (produced by the distance sensor on the Kinect) and creates a map of the environment by detecting the table and the blocks and localizing the blocks in the environment with respect to the robot base. Mapper assumptions are as follows.

1) The camera produces up-to-date images.
2) The camera sees the colors according to specification.
3) Image brightness of the camera image is according to specification.
4) The table is visible and is a flat rectangle.
5) There are nine blocks visible on the table of a combination of three colors (red, blue, purple) and three shapes (square, triangle, and circle), and there are no missing or duplicate blocks and no foreign objects present on the table.
6) The blocks are being consistently detected and have sufficient spacing between them. The assumed output of the mapper is a consistent and accurate map of the table. The colors and shapes of blocks were detected using color and edge detection techniques using OpenCV [59].

The planner takes as input the map, created by the mapper, and consists of two subcomponents: the high-level and the low-level planner. The high-level planner combines a history of the block attempts with the map and goal specification to plan which block to move next. Given the selected block and the map, the low level planner plans a path for the arm to move the gripper from the current position to the current block location (pick), and then (once grasped) to move the block to the desired position on the table (place). The low level planner uses MoveIt [60] for motion planning. In addition to assuming that the map provided by the mapper is correct, the planner assumes that the 1) world is stationary (other than the robot movement and the block moved by the robot) and that 2) the planner output is reasonable given the task (i.e., there exists a trajectory that can be executed within a reasonable time-bound given the planner selected from the MoveIt library).

The controller takes as input the planned path and outputs commands to the robot’s arm and gripper, moving the robot arm along the chosen path to pick and place selected blocks. In addition to assuming the path selected by the planner is desirable, the controller assumes:

1) the robot’s arm moves at the expected speed within the set bounds;
2) the gripper is working properly;
3) the robot joint movements are expected;
4) up-to-date robot state is available, with robot not being in an error state;
5) no collision is detected during trajectory execution. The expected output of the controller is joint movements to move the robot’s arm.
3) **Alignment and Progress Checkers:** Fig. 8 summarizes both the veracity and progress checkers we implemented for this case study. Alignment checkers were implemented for each assumption with two exceptions. Due to the difficulty in detecting in real time if the robot’s camera is not calibrated properly, we did not implement a camera calibration checker for this study. In addition, we did not implement an alignment checker to evaluate expected planner output. Future work should explore how such alignment checkers could be implemented to check both of these assumptions. In addition to the alignment checkers, we implemented three progress checkers, which monitored the 1) mean speed of the robot (computed as the running average of time taken per swap), 2) the time elapsed since the last swap was complete, and 3) the number of completed swaps divided by the total number of required swaps identified at the start of the task.

4) **Study-Specific Details: Purported performance:** The purported performance for the robot is given by

\[
\mathcal{V}([0, \ldots, 1]) = \text{SwapsRemaining \cdot } T_0
\]  

where, SwapsRemaining is the remaining number of swap operations at time \( t \) and \( T_0 \) is the average time for the robot to complete one swap under nominal circumstances. \( T_0 \) was precalculated empirically to be approximately nine seconds. 

**Raw weight:** The raw weight for this case study is computed using (14), but with \( \alpha = 3, \beta = 0.2 \).

**Distance Functions.** The weighting vector for all checkers \( D_{\text{all}} \) is the 1-vector of size \( M + K, [1, \ldots, 1] \in \mathbb{R}^{M + K} \), where \( M \) and \( K \) are the numbers of alignment and progress checkers, respectively. Therefore, the weighting vectors for alignment and progress checkers, \( D_{\text{alignment}} \) and \( D_{\text{progress}} \), are the 1-vectors with size \( M \) and \( K \), respectively.

5) **Training and Evaluation:** For training data, we conducted 30 trial runs with the Sawyer robot setting up the table, each with a different initial table configuration. In ten of these trial runs, all conditions were normal (e.g., lighting conditions, block placement, etc., match robot assumptions, though noisy veracity checkers still sometimes reported violations). In the other 20 training runs, we varied aspects of the robot’s camera (e.g., hue, saturation, exposure, brightness) to impact its vision. Many of these alterations caused violations of the assumptions made by the robot’s mapper generator, causing the robot to either not detect blocks or misclassify them.

As in the previous case studies, we evaluate the resulting predictor (trained on the stated training set) in two conditions: static scenarios and sudden-change scenarios. For the static test scenarios, we conducted an additional 30 trial runs (ten in nominal conditions, 20 with variations in camera parameters), each with a different initial table configuration.

Two sudden-change scenarios were used. In the first scenario, the robot operated under nominal conditions for the first 54 s. At that time, we suddenly altered the hue and brightness on the robot’s camera. Both the nominal initial conditions and the conditions after the change in this scenario are representative of the conditions of some trial runs in the robot’s training data. In the second scenario, we tricked the robot for the first 60 s of the run by moving any block the robot reached for before it could grasp it. After 60 s, we stopped doing this (conditions returned to normal). The condition in the first 60 s of this scenario (moving the block from the robot) is not represented in the training data. All runs in this study are terminated after either successful task completion or after 300 s, whichever comes sooner.

**VI. Results**

This section first demonstrates the correlation between assumption veracity and robot performance, and then evaluates AAT when sudden-changes occur during task execution.

A. **Correlation Between Veracity and Robot Performance**

AAT relies on the hypothesis that the ability to evaluate the veracity of generator assumptions can provide rich insight into a robot’s performance. Since this hypothesis is intuitive, we only use the data from the navigation case study to test it, for simplicity. Fig. 9 shows the correlation between robot performance (measured as time-to-completion, where higher time indicates worse performance) and the number of detected assumption violations per unit time for Maze 2 and 3 in the navigation study. In each world, task performance was negatively correlated with the number of violations in assumptions. As the number of detected violations in assumptions per unit time increases, completion time also tends to increase. Pearson correlations confirm statistically significant (\( p < 0.001 \)) and strong correlations between the number of assumption violations and completion time in each world, with \( r = 0.778 \) in Maze 1, \( r = 0.874 \) in Maze 2, \( r = 0.802 \) in Maze 3, and \( r = 0.890 \) in Maze 4 (results for Maze 1 and 4 are not shown in the figure). Note that simulations were automatically terminated after 400 s, meaning that completion times marked as 400 s would have been higher had the simulation been run to completion. These results indicate that tracking the veracity of assumptions can be useful for understanding robot performance.

B. **Evaluating AAT Given a Consistent Configuration**

The ability of AAT to discriminate between success and failure during task execution across all three case studies is summarized in Fig. 10. Fig. 10(a)–(c) shows results for the navigation case study, Fig. 10(d)–(f) shows results for the maze-based discrete Markov chain, and Fig. 10(g)–(i) shows results for block manipulation by a Sawyer robot. The figure shows similar trends across all three case studies. Fig. 10(a), (d), and (g) shows that when both alignment and progress checkers are used (i.e., we use the distance function...
Fig. 10. AAT effectively discriminates between success and failure in scenarios with a consistent configuration. (a)–(c) navigation task; (d)–(f) maze-based discrete time Markov chain; (g)–(i) block manipulation by a Sawyer robot. (a), (d), (g) The average predicted probability of success over time (using the weighting vector $D_{all}$) for cases in which the robot completed and did not complete the mission on time. Error ribbons show the standard error of the mean. (b), (e), (h) ROC curves showing the ability of the performance estimator to determine whether the robot’s performance meets an acceptable threshold at various points in time (using the weighting vector $D_{all}$). (c), (f), (i) The discriminability of the predictor (as measured by the area under the ROC curve–0.5 indicates no discriminability) over time using the three different weighting vectors.

$D_{all}$, AAT effectively differentiates between scenarios where the robot succeeds and scenarios where the robot does not succeed. In instances in which the robot fails to complete the task on time, the algorithm predicts substantially lower probability of success, on average, than scenarios in which the robot eventually succeeds in the task. These differences in predicted probability of success begin in the early stages of the mission, suggesting that the predictor not only makes effective in situ assessments, but it also can make effective a priori assessments of proficiency at the onset of the mission.

Fig. 10(b), (e), and (h) shows ROC curves for the binary proficiency assessor classifier at various times throughout the mission. In these figures, the percentage of mission elapsed is calculated according to the respective performance standard, where the time corresponding to the performance standard is equivalent to 100% mission time elapsed. Line types (and colors) indicate elapsed mission percentage. The lower left corner of the ROC curve corresponds to a success criterion of $\theta = 1$ and the upper right corner of the ROC curve corresponds to $\theta = 0$ (see Section IV-C). These figures show high discriminability in all case studies by the time 50% of mission time has elapsed.

However, high discriminability comes much earlier, on average, in the navigation and block manipulation case studies than in the discrete maze study. In the former two studies, the robots’ camera sensors allow them to observe the entire environment at once, rather than only receiving limited local information about its current state (as is the case in the discrete maze). This larger amount of information allows the robot to make more extensive and comprehensive evaluations about its assumptions at each time step. For example, the robot can perform assessments about whether its camera is returning images that meet assumed specifications and whether or not the entire environment meets assumptions (with respect to stationarity, recognition of objects, etc.). For this reason, the robots in the navigation and block-manipulation studies are often able to detect many violations of generator assumptions long before the robot’s generators begin to fail. By contrast, the robot in the discrete maze-based simulations gets to sense only one state of the environment at
The three weighting vectors (not met. in the training data, hence predictions do not correct quickly. Everything is normal. After that, the robot’s wheel is damaged (bias amount of noise in the camera image for the first 60 s. After that, camera noise is corrected so that all assumptions are met. (c) Scenario in which, for the first 60 s, everything is normal. After that, the robot’s wheel is damaged (bias = -4.0) causing it to drift. The extent of the bias produces conditions that are not represented in the training data, hence predictions do not correct quickly.

Finally, Fig. 10(c), (f), and (i) compares the effectiveness of the three weighting vectors (Dalignment, Dprogress, and Dall) in the three studies by plotting the area under the ROC curve over time. In these plots, a discriminability of 0.5 indicates that the predictor cannot differentiate at all between success and failure, and a discriminability of 1.0 indicates that the predictor can fully differentiate between success and failure. While all predictors eventually produce high discriminability in all three case studies, predictors that use alignment checkers produce higher discriminability early in the mission. The distinction between the effectiveness of alignment checkers and progress checkers in the first half of a mission is particularly stark in the navigation and block-manipulation studies.

These results indicate that alignment checkers enable accurate assessments of robot proficiency using AAT early in a mission. On the other hand, predictors based on progress checkers are typically unable to discriminate effectively between success and failure as soon.

C. Evaluating AAT in Sudden-Change Scenarios

The results in the previous section indicate that alignment checkers are typically more effective than progress checkers early in the mission. To more fully understand the strengths and weaknesses of alignment and progress checkers, we consider scenarios in which conditions change during the mission. We present results for these sudden-change scenarios for each case study separately given the use of only alignment checkers, only progress checkers, and both kinds of checkers.

1) Navigation Task: The results of the three sudden-change scenarios described in Section V-A5 are shown in Fig. 11. These figures show both the number of assumption violations detected at each time step (top) as well as the predicted probability of success by each predictor (predictors vary by which veracity checkers are used). In the first scenario [see Fig. 11(a)], conditions are normal (i.e., they meet the generators’ assumptions) for the first 60 s, resulting in few assumption violations being detected by the alignment checkers, and each of the three predictors predicts a high probability of success. At 60 s, camera noise is introduced at a level that is within the bounds of samples from the training data (noise was 0.25; see Table 1), leading to the robot failing to accomplish the task within the allotted time. As soon as camera quality is changed, the robot immediately starts detecting assumption violations [see top panel of Fig. 11(a)]. As a result, the alignment-only predictor immediately predicts a substantially reduced probability of success. However, the progress-only predictor is biased by the fact that the robot initially performed very well and, consequently, takes a long time to adapt its predictions after the change. The combined predictor adapts slower than alignment-only but faster than progress-only.

Results of a second scenario, shown in Fig. 11(b), tell a similar story. In this scenario, the camera image quality is poor during the first 60 s, but is corrected after 60 s. As a result, the robot succeeds in the task. Once the camera noise is corrected, the alignment checkers immediately detect fewer assumption violations. In addition, the alignment-only and combined predictors almost immediately estimate a higher probability of success (the increase for the combined predictor is lower due to the impact from progress checkers), which gradually increases as the scenario goes on. However, the progress-only predictor takes a long time to predict success after the sudden change given that the robot’s performance was so poor during the first 60 s of the mission.

The results of these first two sudden-change scenarios highlight strength of alignment checkers and a weakness of progress checkers. Consistent with what we observed in the last section, alignment checkers allow AAT to quickly detect whether conditions are likely to produce task success when conditions are representative of its past experiences. By contrast, progress checkers, who are based on the robot’s progress on the task so far, are often unable to adapt quickly.

A third sudden-change scenario, however, identifies limitations of our implementation of AAT based only on alignment checkers. In this scenario, depicted in Fig. 11(c), all generator assumptions are met for the first 60 s (as in the first scenario). However, at 60 s, the robot’s motors are damaged (i.e., robot...
bias is set to -4.5, which causes the robot to move in circles when it attempts to go straight. While variations in robot bias were part of the robot’s training set, this variation is outside the range of the training data (the variation is more severe; see Table I). As such, after the change, the robot identifies the assumption violations, but predicts that it will still be able to complete the task in time. Only after substantial time does its prediction of success begin to decrease for all predictors. This result indicates that, for predictions based on alignment checkers to be accurate, conditions must be represented in the robot’s training data. Future work should explore how to augment AAT so that it considers whether conditions are within its training experiences.

2) Maze-Based Discrete-Time Markov Chain: In the single sudden-change change scenario we consider in the maze-based discrete-time Markov chain environment, the robot believes that it is in the world shown in Fig. 5(a). This assumption is correct for the first 15 moves, and hence relatively few violations are detected (see Fig. 12). At move 15, the environment is suddenly altered to the world shown in Fig. 5(c) (i.e., walls are added to the environment). The change is correctly identified by one of the alignment checkers at time step 16, specifically the StateSpace2 checker (see Section V-B2). Interestingly, the number of total assumption violations shown in the top panel remains the same, which is because another alignment checker (the Approach assumption checker) turns off.

The bottom panel of Fig. 12 shows the predictions made with the three different weighting vectors. As expected, the alignment-only predictor estimates a decreased probability of success once the state-space change is identified. However, that decrease lasts for only two time steps. After time step 18, the prediction of the alignment predictor rebounds since, even though there are extra walls adjacent to the robot, the robot still manages to keep approaching the goal state, which inhibits and finally overtakes the effect of the state space assumption violation. After time step 29, the robot starts hitting a wall frequently. However, since the set of alignment checkers did not include a checker that evaluated the assumption that the robot should not hit a wall; the alignment-only predictor is not able to respond to the frequent collisions until time step 36.

On the other hand the progress-only predictor predicts success until about time step 28, since it is not aware of the change and the robot still keeps approaching the goal state. After time step 29 when the robot starts hitting a wall frequently, the Collision progress checker (which counts collisions) starts accumulating, leading to the progress predictor dramatically decreasing its prediction. The combined predictor responds to both the sudden change and the frequent collisions, making it the best predictor for this trial. The result for this case study not only strengthens the claim that alignment-only predictors are more sensitive to sudden change than progress-only predictors, but also indicates the importance of covering as many assumptions as possible.

3) Block Manipulation by a Sawyer Robot: The results of the two sudden-change scenarios with Sawyer are consistent with those of the other two case studies (see Fig. 13). In the scenario corresponding to Fig. 13(a), conditions were normal for the first 54 s, after which the hue and brightness on the camera sensor were changed so that they no longer met generator assumptions. This led to the robot failing to finish arranging the blocks on the table. Prior to the change, the alignment-only predictor predicted that the robot would complete the task with near certainty and the progress-only predictor was less certain. After the change, all predictors quickly decreased their predictions of success. The rapid response is possible because the altered conditions were represented in the training data.

In the second scenario, depicted in Fig. 13(b), a person moved the block whenever the robot attempted to pick it up during the first 60 s of task execution. After 60 s, this trickery ended and conditions became normal, which led to the robot completing the task in time. Although the robot would have been unable to successfully complete the task had the trickery continued, the alignment-only predictor still predicted a probability of success for the first 60 s for two reasons. First, the initial conditions were outside the robot’s training data. Second, a key assumption
checker, one designed to detect a nonstationary world, did not operate according to specification. Thus, the alignment checkers were not able to identify assumption violations and the resulting alignment-only predictor inaccurately predicted success. The progress-only predictor performed better because the trickery impacted robot performance resulting in reattempts and/or failures to pick up the block(s). Thus, both the progress-only and the combined predictors figured out that the robot would fail at the task with high probability by about 30–40 s into the mission. When the human stopped moving the blocks away from the robot, the robot successfully completed the task less than 100 s later but the progress-only predictor was slow to detect the changed circumstances, while the combined checker adapted its predictions more quickly.

This scenario highlights the potential benefits of progress checkers. Progress checkers, though often slow to diagnose success and failure conditions (because they need accumulated data), have an important role in that they can successfully predict success or failure when alignment predictors fail. This is important because alignment-only predictors will fail if an assumption is missed, if an alignment checker fails, or if the training data insufficiently covers a failure condition. Thus, an effective combination of alignment and progress checkers can be useful in performing proficiency self-assessment with AAT.

This subjective observation about effort highlights a potential tradeoff in designing autonomous robot systems: Should system designers focus more on developing proficient autonomous behavior or on creating proficient assessments of behavior? This tradeoff is visualized in Fig. 14(a), which illustrates several hypothetical systems including an ideal system that is both proficient and capable of self-assessing proficiency. System A represents a system in which designers spent all of their time developing proficient robot behaviors and ignored the problem of proficiency self-assessment. Such a system would be acceptable in scenarios in which either the robot never fails or when it is unnecessary to identify failures. However, in situations in which failing to identify failures has large implications, System B (in which system designers focus more extensively on developing proficiency self-assessment capabilities) might be a better choice. System C illustrates a potential middle ground in which the robot has neither ideal behavior generation nor ideal behavior assessment, but design effort is allocated to produce reasonable proficiency in both behavior generation and behavior assessment.

B. Implementation Effort Versus Efficacy of AAT

In AAT, one way to save the design effort to proficient assessment of behavior is limiting the number of assumptions that are tracked, which we argue has complex effects on AAT efficacy. On the one hand, appropriate simplifications of checkers would not hurt AAT efficacy too badly, since some checkers correlate with others. On the other hand, checker redundancy would help to compensate for false outputs of unstable checkers, therefore making AAT more robust.

1) Checker Simplification: We observed that veracity assessments among assumption checkers tended to correlate with each other. For example, in the navigation case study, changes in the veracity of assumptions made about the robot’s sensors and actuators subjectively correlated with (and likely caused) assumption violations about generator outputs. In this example, violated assumptions about generator output are symptoms of violated input assumptions. In addition, we observed that assessments of some input assumptions seemed to correlate with each other. For example, in the navigation case study, violating
assumptions about the amount of sensor noise often caused the robot to believe that its actuators were not behaving according to assumptions. These anecdotal observations give credence to the idea that not all assumptions need to be tracked for the robot to self-assess its proficiency.

We explored that idea by evaluating how well AAT estimated robot performance in the navigation case study given various subsets of checkers identified in Fig. 4. Since these subsets require different amounts of effort to implement, as measured both by the useful (though imperfect) metrics of lines of code and number of alignment checkers [see Fig. 14(b)], it is informative to evaluate how different subsets impact the ability of the robot to assess its performance.

Fig. 14(c) uses the area under the ROC curve to compare the ability of each subset of checkers to accurately discriminate between success and failure over the initial stages of the robot’s mission. The figure shows that all subsets of checkers differentiate between success and failure substantially better than random guesses even at the start of the task. After 10% of the mission is completed, all subsets of checkers produce high discriminability, though with some small variations. However, the subsets of output and actuator alignment checkers (see Fig. 4) initially produced lower discriminability than the other subsets of checkers, suggesting that assessment accuracy is affected by which checker subset is chosen but that some subsets can be very accurate. These results indicate that not all generator assumptions need to be tracked in order for the robot to do a reasonably good job of assessing its own proficiency, but that the subset of checkers chosen is important.

The tradeoff between the implementation effort and discriminability of AAT in the navigation case study is plotted in Fig. 14(d). Ideally, the system would produce full discriminability at no effort to the system creator, which would produce a point in the upper right-hand side corner. In practice, the set of sensor alignment checkers (see Fig. 4) seems to provide a good tradeoff in producing high discriminability with relatively low implementation effort in the scenarios tested.

2) Checker Redundancy: When some checkers are not robust or require extra implementation effort to be robust, redundancy in checkers can help improve the overall stability of AAT. For example, in the block-manipulation case study, a robust implementation of the ExpectedBrightness and ExpectedTableState alignment checkers would require considerable effort. Even if these alignment checkers yield incorrect veracity assessment, some robust and easier-to-implement checkers, such as the BlocksVisible and NoMissing-Blocks checkers, will likely yield accurate results that could compensate for those errors. Fig. 15 illustrates that situation in a specific robot trial in the block-manipulation case study. In the first 20 s of the trial, nominal conditions prevailed. After 20 s, there were slight and unintentional changes in lighting, causing a few alignment checkers to indicate assumption violations, particularly ExpectedBrightness and ExpectedTableState. Since complementary alignment checkers (NoMissingBlocks and BlocksVisible) did not indicate assumption failures and since training data included such cases, the predictors still indicated likely success. Indeed, the robot completed the task in just under a minute.

VIII. DISCUSSION

In our implementations, we used the kNN algorithm to make proficiency assessments from past experiences since kNN is reasonably effective given limited data, such as the scenarios we consider in this article. Furthermore, the solutions of the kNN algorithm are easily interpreted when explanations of proficiency self-assessment are required. That said, other, potentially more powerful, machine-learning algorithms could be chosen to learn \( \eta \) in future work.

Results in Section VI demonstrates that AAT can produce reasonably accurate assessment of proficiency across many task domains. This provides some evidence that AAT appears to generalize better than the methods presented in [12], [13]. AAT is purely data-driven and does not require a priori probabilities of the primitive tasks needed in [11]. Finally, FaMSec [20], [21], [22], [23], [24] uses only progress checkers, while AAT uses both alignment and progress checkers.

The three case studies demonstrate that alignment and progress checkers have different strengths and weaknesses. It is not always clear how violations in assumptions detected by the alignment checkers will impact robot proficiency. The case studies also suggest that alignment assessments tend to respond more quickly to potential issues that arise, which can lead to earlier detection of potential failures than assessments made by progress checkers. On the other hand, the case studies suggest that a successful system might require only a small number of progress checkers since they effectively make aggregate assessments of the behavior of multiple generators. However, the progress checkers used in this article do not provide detailed knowledge for the reasons for failure or success, nor do they tend to detect potential issues as quickly as alignment checkers. Importantly, results in Section VI-C3 suggest that progress checkers act as a catch all that can compensate for missing assumptions, alignment checker failures, and failure conditions uncovered in training data. Therefore, proficiency self-assessment benefits from using both forms of checkers.

Future work should address best balance design effort in creating these two forms of checkers. Observe that the result in Section VII-B does not suggest a specific “optimal” tradeoff choice for implementing AAT, such as only implementing sensor-based alignment checkers. Different
systems and scenarios will likely produce different results with respect to these tradeoffs. However, these results demonstrate that identifying effective subsets of checkers to implement can substantially reduce the effort required to implement AAT while keeping the efficacy of AAT high. Moreover, we emphasize that the tradeoff between time spent generating quality behaviors and performing quality assessment can be misleading. The metaphor of writing test cases for computer code is applicable. Frequently, doing unit testing in software engineering produces better code in less time. We hypothesize that something similar will likely occur with creating alignment checkers in parallel with creating behavior generators. Explicitly identifying and tracking assumptions made in the implementation of decision-making algorithms can help to produce more effective robot behavior.

IX. LIMITATIONS

First, AAT requires the system designer to have a deep understanding of the robot system to be designed and to put in extra implementation effort. This could be limiting if the designer is integrating a set of off-the-shelf algorithms in the robot system. Moreover, it can be difficult or even infeasible to identify all assumptions. We think that using straightforward and easy-to-implement progress checkers that aggregate many assumptions could ease this issue. Moreover, we hypothesize that many checkers could be designed to be reusable across tasks and robot systems. If checkers can be designed to be easily tuned or modified, the implementation effort and difficulty of implementing AAT would be reduced. Many off-the-shelf robotic systems use common tools and libraries, such as ROS as a middleware, the MoveIt library for planning and manipulation, and the ROS navigation stack for navigation applications. If these common tools were labeled with the list of assumptions that they make or paired with appropriate alignment checkers then generalizability to new tasks and robots could be facilitated. In addition, systems with similar generators or applications have similar assumptions, which make it easier to reuse checkers across applications. Second, the two simulated robot systems both involve simplifications that are not very realistic in a real-world case. Such simulation-reality gaps could make veracity checking more challenging for real-world applications of AAT. Indeed, we notice that it is more difficult to implement checkers for the block manipulation study than the two simulated studies. As discussed previously, we hypothesize that keeping a certain level of checker redundancy could ease such issues. We also hypothesize that some existing algorithms for robot perception could be adopted to implement real-world checkers, such as algorithms described in [61], [62], [63]. Nevertheless, we acknowledge that general application of the AAT framework may be challenging in large, real-world systems.

Third, the three case studies have relatively simple tasks with achievement-oriented goals [34]. Applications of AAT to complex tasks such as autonomous driving or long-duration autonomy could be challenging. When a complex task can be decomposed into simple subtasks, then it is conceivable that the composition of AAT components designed for each subtask could yield an AAT system for the complex task. Fourth, the proposed AAT framework assumes single-robot systems. We envision two potential ways of adapting AAT to collaborative robot teams. One way is to implement AAT for each robot in the team and then create mechanisms that combine proficiency assessment of each robot to assess the team’s proficiency. The other is identifying assumptions and implementing checkers for the whole team.

Finally, the proposed AAT framework assumes additive cost functions. For nonadditive cost functions, the framework could potentially be adapted by adjusting (4)–(5).

X. SUMMARY AND FUTURE WORK

This article formalizes a method for designing robots that perform proficiency self-assessment. This method, called AAT, is developed from the perspective that proficiency self-assessment is awareness of how one’s generators (i.e., decision-making algorithms) interact and align with the environment(s), robot hardware, and task(s) under consideration. In AAT, the robot continually monitors the veracity of input and output assumptions made in the construction of its generators, and then use these assessments to estimate the robot’s ability to perform the task. Three case studies (a simulated robot navigating in a discrete maze environment, a simulated robot navigating in a continuous environment, and a real robot arranging blocks on a table) demonstrate that AAT can perform informative proficiency self-assessment often even before a task has been started. However, results also show that the quality of AAT’s performance predictions do vary based on the coverage and quality of assumption checkers that are created, as well as how representative training data is to the current scenario. Results also demonstrate opportunities and challenges for integrating explicit evaluations of assumptions with evaluations of proficiency that are based on robot progress on its task.

Future work is needed to better establish AAT’s usefulness as a systematic approach to proficiency self-assessment. This includes designing more general and reusable checkers, applying AAT to more complex robot systems (including collaborative robot teams with more complex tasks and nonadditive cost functions), better understanding the design tradeoffs between generator quality and alignment checker coverage, and using assumption tracking to develop explanations [64] about proficiency assessments. Further work is also needed to establish benchmarks for proficiency self-assessment [65].
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