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Abstract—With the advancement in technology and in-
creased demand on skilled workers these days, education
becomes a stepping stone in securing jobs with long-term
perspective. As competition for admission into higher education
increases, it becomes even more important for applicants to find
graduate schools that fit their requirements and expectation.
Selecting appropriate schools to apply, however, is a time-
consuming process, especially when looking for schools at
graduate level due to the various factors in decision making
imposed by the schools and applicants. In this paper, we
propose a recommendation system that suggests appealing
graduate programs to students based on the Support Vector
Machine and K-Nearest Neighbor approaches. As graduate
programs make decisions based on applicants’ qualification,
our recommender considers user’s personal data and data of
various graduate programs obtained from online education
portals to make suggestions. We conduct an empirical study
using data of current graduate schools and former graduate
school applicants, and the performance evaluation validates the
merit of our suggestions.
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I. INTRODUCTION

Webometrics1, in its January 2017 edition, lists 26,368
universities from all over the world and among them 3,281
are based in the USA. According to this data, there is a
myriad of options to choose for pursuing graduate studies
even though not all universities are equally appropriate for
every applicant. For example, an applicant may be looking
for top universities that offer a well-established PhD program
in Computer Science; however, these universities may not
be appealing to the applicant due to unaffordable tuition
and fees. While another applicant may not be sure which
graduate degree program to apply, the applicant is fully
aware that (s)he is not willing to pay beyond $20,000 each
year for tuition. Meanwhile, there may be another applicant
who is particularly looking at universities that offer a public
health Master’s degree with required GRE score of 320,
CGPA of 3.6, and an annual tuition of around $12,000.
Hence, although the search criteria for these applicants might

1http://webometrics.info/en

be different, they are expected to spend significant amount of
time and efforts on the Internet looking for appropriate uni-
versities. For this reason, a graduate school recommendation
system becomes useful in terms of speeding up the search
process and finding appropriate graduate schools to apply.
It would be efficient and cost effective if an applicant could
obtain the information about graduate programs of interest
through a single platform without having to go through the
hassle of searching for schools through multiple educational
websites that archive information about universities or vis-
iting the websites of the universities themselves.

In this paper, we propose a recommendation system that
eliminates the tedious application search process imposed on
graduate school applicants by designing a single platform
which can shortlist the universities/colleges appealing to
the applicants. Existing graduate school recommendation
systems fail to achieve this goal, since most of them either
rely solely on applicant data or the data of students who
have already enrolled in graduate schools. Some even have
uncommon features like caste and merit number which are
not applicable for majority of the graduate schools through-
out the world. The proposed recommendation system, on
the other hand, suggests different alternatives to applicants
using the data about graduate schools. Also, we use different
features of graduate schools that can be extracted online to
yield a more robust and scalable recommendation approach.
Our source of data comes from educational portals, such as
Edulix.com and Yocket.com, which archive data of universi-
ties and these websites are built to assist both graduate and
undergraduate students to search for information about grad-
uate schools. The proposed system analyzes data from these
websites, selects appropriate features from the data, runs
the Support Vector Machine (SVM) classification algorithm
[9] and K-Nearest Neighbors (KNN) [12] machine learning
algorithm on them, and suggests appropriate universities to
the applicants accordingly.

SVMs have been applied with success to information
retrieval problems, particular text classification. SVM is a
promising method for the classification of both linear and
nonlinear data, and graduate school data include nonlinear



type of data. Even though the training time of SVMs can
be slow, they are highly accurate, owing to their ability to
model complex linear and nonlinear decision boundaries.
In addition, they are much less prone to overfitting than
other classification methods [13]. SVM is chosen as our
classifier in finding the most promising, called the core,
university/college, which is the most appealing graduate
program to an applicant suggested by our recommendation
system based on the fitness of the qualification and require-
ments between the applicant and the university/college.

KNN, on the other hand, is adopted for finding graduate
schools that are similar to a core university/college, since it
is computationally effective and has proven to provide better
results in comparison to other machine learning approaches
[14]. When given a data item, which is a core university
in our case, the KNN algorithm searches the pattern space,
which is an n-dimensional vector space, for the k-nearest
neighbors, which are other universities/colleges in our case,
that are closest to the given data item [4]. The accuracy of
recommendations achieved by SVM and KNN is relatively
high as presented in Section IV.

The rest of the paper is organized as follows. In Section II,
we present existing approaches to graduate program recom-
mendation. In Section III, we introduce our graduate school
recommendation system. In Section IV, we evaluate the
performance of our recommendation approach. In Section V,
we give a concluding remark and discuss future work for our
recommendation system.

II. RELATED WORK

There are only a few college/university recommendation
systems that have been proposed and developed in the past.
Dikhale et al. [5] introduce a college recommendation sys-
tem in which they compare Naı̈ve Bayes and Weka’s J48 im-
plementation of the C4.5 algorithm to generate recommen-
dations. They use 160 entries about students which include
students’ demographical information like gender, university,
caste, merit number, previous college, and stream as their
six features to create classification results for five colleges
based in India. In contrast to Dikhale et al.’s approach, we
generate recommendations for graduate schools in the USA
and the number of schools to be considered are much higher
than 160. Also, our features are widely different from theirs
because our online dataset consists of information about
graduate schools in addition to students. Besides using a
larger dataset, we take a different approach, i.e., SVM and
KNN, in making recommendations to their work.

Hasan et al. [7] examine the idea of using K-Nearest
Neighbors to generate relevant graduate school recommen-
dation. They create a weighting score for their training
set and another one for test set to calculate the similarity
between the two scores, and return top K similar results.
However, they do not articulate how the weighted scores
are computed and how the similarity of those scores is

calculated. For testing their system, they recommend top-
K similar users to a user without specifying how the value
of K is determined and which value of K they finally use. In
contrast, we conduct an experiment on varying values of K
to determine the most ideal value, i.e., the one that gives the
highest accuracy, and use the value further into the process
of generating recommendations. We have also considered
different distance functions, i.e., Euclidean and Manhattan
distances, to calculate the nearest neighbors. The idea of
using the data of similar users who have already enrolled in
some graduate programs for testing the system is a feasible
design technique as we also have the data available.

Bokde et al. [1] introduce dimensionality reduction tech-
niques in university recommendation. They develop a uni-
versity recommendation system using the multi-collaborative
filtering approach, address issues like scalability and spar-
sity, and combine dimensionality reduction techniques with
collaborative filtering (CF) algorithms. They use Principle
Component Analysis (PCA) mean and Higher Order Sin-
gular Value Decomposition (HOSVD) for mapping a higher
dimensional input space into lower dimensional latent space.
They also adopt PCA for identifying reducing factors in
matrix factorization (MF) and HOSVD for tensor factor-
ization. Their reduction techniques, however, are mainly
in conjunction with collaborative filtering techniques and
involve user preference. The user preference is a constraint,
since they are not widely available, and is thus a restriction in
making recommendation. Instead, we adopt feature selection
algorithms rather than the reduction techniques.

III. OUR RECOMMENDATION SYSTEM

Our graduate school recommendation system suggests
universities/colleges to applicants that are appealing to them.
A set of features is chosen based on the online information
we gather about graduate schools that were used by appli-
cants in the past for university selection. The recommender
first trains a multi-class Support Vector Machine (SVM)
[6] classifier to find the most appealing graduate school
for an applicant using an online dataset and then apply the
KNN algorithm to suggest other relevant universities to the
applicant according to different credentials of the applicant
and graduate schools. Hence, our recommendation system
adapts a hybrid approach, i.e., the multi-class SVM and
KNN algorithms. This hybrid approach is unique among
existing graduate school recommendation systems.

The factual data of schools includes the acceptance rate of
graduate schools, CGPA, GRE scores, location, number of
students admitted to the schools, private/public universities,
ranking of the schools, safety (i.e., how likely the universities
would accept a student based on his/her credential), and
tuition. Our recommender gathers acceptance rate, loca-
tion, private/public information, ranking, and tuition from
Yocket.com, and CGPA, GRE requirements, total number of
admissions, and safety from Edulix.com. Initially, we collect



Figure 1. The architecture of our recommendation system

every feature that can be extracted from these websites.
Hereafter, these features are cleaned and filtered which
are then used by the trained SVM and KNN algorithms
to suggest relevant universities for students. The SVM
and KNN algorithms generate the most appealing graduate
schools for each user, which are presented as graduate
school recommendations to the user. (See Figure 1 for the
architecture of our recommendation system.)

A. Support Vector Machine (SVM)

Categorizing graduate programs is in and of itself a
challenging problem, since there are many factors that affect
the admission decision made by a graduate program. As we
attempt to avoid for both false positives and false negatives
in the classification process, we use a multi-class support
vector machine (SVM), since there is some control to help
minimize the errors encountered using SVM. A multi-class
SVM is not only chosen because of this control, but also
because of its well-integrated support for kernels.

Traditional SVMs deal with data element classification
in a binary way. To categorize with more than two classes,
i.e., universities in our case, a multi-class SVM can be used.
A multi-class SVM can be defined using a one-against-one
approach, which is adopted by our graduate school recom-
mendation system for classifying multiple graduate schools.
The one-against-one approach is implemented by chaining
together multiple SVMs, one per class for each class to be
included in the categorization. Each SVM determines if the
data point is or is not within the corresponding class.

Defining the data attributes is also very important for the
success of a SVM. The data attributes determine how each
element is mapped to the vector space. A data attribute can
be anything from a measurement, such as the length of an
element, to a categorical representation, such as color. For
useful mapping, the attributes should be represented in a
numeric way,2 which means categorical attributes must be

2Each attribute must be numerical, since an input element is represented
by a vector made from the data attributes.

converted to a numeric system, and be meaningful to the
categorization process. As for being meaningful, suppose
one would like to design a SVM to categorize animals into
either the cats or dogs class. An attribute such as animal
weight would be meaningful while an attribute such as
whether the animal has fur would not. The later is not
useful, since most cats and dogs have fur, and thus fur
would not help to distinguish between a cat and a dog.
However, since dogs generally weigh more than cats, the
animal’s weight would be useful for classification. To deal
with graduate program classification, we have chosen the
LibSVM implementation [3]. It is a multi-class SVM that
uses the one-against-one approach for classification.

B. K-Nearest Neighbors (KNN)

In processing a student’s request for graduate program rec-
ommendations, after our recommender invokes the trained
multi-class SVM to determine the core university to be
recommended, it is followed by using the KNN algorithm
to suggest similar appealing graduate programs offered by
other universities that are closely related to the core’s
program to enhance the choices of appropriate programs for
the student to consider. We have chosen KNN as the algo-
rithm for our recommender, since it is a machine learning
approach that has been widely used in statistical estimation
and pattern recognition. In addition, it outperforms other
machine learning approaches in predicting universities to be
recommended based on our empirical study.

Our recommender relies on the regression analysis
adopted by KNN, which is based on the idea of finding
out the values for the unknown of the core’s neighbors.
For regression analysis, KNN computes the value of each
of the neighbors of the core that should be assigned, i.e.,
graduate programs to be recommended. The neighbors are
calculated by finding the distance between the core and
another instance, and the number of neighbors are decided
empirically. The best number of neighbors are those which
give the maximum accuracy for the recommendation task.
Various distance functions, such as Euclidean, Manhattan,
and Mahalanobis distance, can be used. We have tried
Euclidean and Manhattan distance as they are commonly
used and are considered appropriate if there are real-valued
data in the dataset. Euclidean distance is defined as

E(V,W ) =
√
(a1 − b1)2 + . . .+ (an − bn)2 (1)

where V =< a1, . . . , an >,W =< b1, . . . , bn >, and V

and W are the vector representations of the attribute values
of two different instances.

The Manhattan distance is defined as

M(V,W ) = |a1 − b1|+ . . .+ |an − bn| (2)

where V and W are as defined in Equation 1.



Table I
THE SET OF FEATURES ADOPTED BY OUR RECOMMENDER THAT IS

CHOSEN BY THE Forward Feature Selection ALGORITHM USING THE
INITIAL SET OF FEATURES SHOWN IN TABLE II

Acceptance Rate CGPA
GRE AWA GRE Quantitative
GRE Verbal Number of Admissions
Ranking Tuition

Table II
A SET OF FEATURES CONSIDERED BY OUR RECOMMENDATION SYSTEM

Acceptance Rate CGPA
GRE AWA GRE Quantitative
GRE Total Score GRE Verbal
Location Number of Admissions
Private/Public Ranking
Safety (Probability) Tuition

The two distance functions yield similar results. For this
reason, we simply choose Euclidean distance. Using the
Euclidean distance, we can find how far apart an unknown
set of values for all the attributes is from its neighbors.
Given below is the pseudocode of KNN that we use for
university/college recommendation. Note that in the KNN
algorithm a data instance consists of the features, i.e.,
data items, as shown in Table I, of a university/college
(represented as label), whereas an core instance is a core
university in our recommendation system.

Function KNN (X, x)
Input. X: Data instances,

x: A core instance whose neighbors to be found
Output. Labels of the list of K-Nearest Neighbors of x
1. Calculate the distance d(x, pi) between x and each

instance pi (i = 1, . . . , n) in X without using
the corresponding label

2. Sort the distances d(x, pi), i = 1, . . . , n, in increasing
order to generate the sorted list, Sortedx

3. Extract the labels of the first K instances in Sortedx
from X

4. Return all the extracted labels in Step 3

C. Data

Our recommendation system considers the user’s own data
as well as the requisite data of different universities/colleges
before making suggestions. Two datasets were created for
our recommender.

The first dataset on various universities/colleges, called
Grad Sch, is generated by combining data from Edulix.com
and Yocket.com, and is used by the KNN algorithm. The
data attributes for each instance in Grad Sch are shown in
Table I, in addition to the names of universities/colleges. As
mentioned earlier, some of the data items in Grad Sch used
are not available in a single platform. Hence, we extract the
data from both these sites and consolidate them. Altogether,

there are slightly more than 3,000 instances in Grad Sch
with around 500 distinct (university/college) names.

The second dataset, called Std Info, consists of former
graduate school applicants extracted from Edulix.com. The
features, i.e., data attributes, in each instance of Std Info,
i.e., a graduate school applicant, include the GRE ver-
bal score, GRE quantitative score, GRE AWA (Analytical
Writing Measure), CGPA of the applicant, and status (pu-
bic/private), tuition, ranking, safety, location, name, and
number of admission of the graduate school, and scores
required by the school, which consists of GRE verbal score,
GRE quantitative score, and GRE AWA. We partitioned
Std Info into two subsections, with 14,000 instances used
for training the multi-class SVM model, and another 2,000
instances in another subset for test purpose. Note that all
the students in Std Info have already enrolled in graduate
schools, along with other universities/colleges that have
admitted them into their respective graduate programs. These
data serve as the gold standard for our empirical study.

1) Data Processing: The data extracted from Yocket.com
have uneven naming convention for graduate schools. Some
are abbreviated (SUNY), some have location information
attached to the name (Clemson University South Carolina)
and some are only full-length names of the graduate schools
(Iowa State University). Edulix.com, on the other hand,
includes full-length university names. We replace the ab-
breviations with full names, remove locations from the
Yocket.com and convert them into same format as Edulix’s
naming convention. When removing locations, we only get
rid of the redundant location information from the names.
For example, Brigham Young University-Provo and Brigham
Young University-Idaho must contain location names as they
are two different universities, but Clemson University South
Carolina is redundant, since there is only one Clemson
University which is located in South Carolina.

2) Data Scaling: The datasets includes data items lying
in different ranges, since the data are collected over a long
period of time and from different sources. For example, older
GRE scores were ranged within 1600, whereas new ones are
within 340. We convert all GRE scores on a scale of 340
by referring to ETS,3 the official site of GRE. Also, some
applicants have CGPA on a scale of 10 while others on a
scale of 4.0. We convert all the grades on a scale of 10 by
using Msinus.4

D. Feature Selection

Using data extracted from Edulix.com and Yocket.com for
the KNN algorithm, we determine the criteria specified by
applicants and graduate schools that are useful in selecting
appropriate graduate schools for the applicants. Given all the
features, our recommendation system applies the forward

3https://www.ets.org/s/gre/pdf/concordance information.pdf
4http://www.msinus.com/content/convert-cgpa-into-gpa-389/



selection algorithm under the wrapper method of feature
selection [8] to find out the subset of features that yields the
maximum accuracy. Feature selection is performed, since we
cannot simply base on our personal opinions to determine
how important each feature is. Applying the forward feature
selection algorithm (given below) on the set of features given
in Table II, the subset of features that yields the highest
accuracy of university/college prediction is shown in Table I.

Function Forward Feature Selection (Features)
Input. A list of features to be considered, Features

Output. A subset of Features with the highest accuracy
1. Set SF := {}, Quit := false

2. Repeat
2.1. ŜF := SF

2.2. Select feature F from Features that achieves the
highest accuracy measured using the 10-fold
cross validation

2.3. SF := SF ∪ {F}
2.4. If the overall accuracy using features in SF does

not improve the accuracy using features in ŜF

Then
Quit := true

Else
Features := Features− {F}

Until Quit
3. Return ŜF , set of features that yields the highest accuracy

The forward feature selection algorithm imposes an iter-
ative process in which it starts without any feature to feed
our recommendation system, i.e., offering an empty subset of
best features to begin with. It then selects a random feature
one at a time from the input set of features and checks if
the selected feature gives the best prediction accuracy using
10-fold cross validation among all the remaining features in
the input set. Once it finds the feature that gives the highest
prediction accuracy (compared to other features), it adds the
feature to the subset of best features and runs the process
in a similar manner until any addition of more features
stops showing any improvement in the prediction accuracy.
Also, we do not want to overfit our model by introducing
redundant features. After the best features are extracted, only
the chosen features in an instance of a core university, which
serves as an input to the KNN algorithm, are considered by
the algorithm to generate other suggestions to its user, which
is the central approach of our recommender.

IV. EXPERIMENTAL RESULTS

We have conducted experiments to determine the accuracy
and relevance of suggestions generated by our proposed rec-
ommendation system and if the suggestions are satisfactory
to an applicant. In order to verify the accuracy and relevance,
we adopt two evaluations.

For the first evaluation, we obtained data of students in
the USA (through Edulix.com) who are already studying at a
particular university/college and have been accepted by other
graduate schools, which serve as the gold standard of our
performance evaluation. We compared the suggestions made
by our recommendation system with the gold standard and
determined its accuracy. For the second evaluation, we asked
offline volunteers, i.e., appraisers, to judge the relevancy of
the suggestions made by our recommender. The volunteers
judged the suggestions as “Relevant”, “Likely Relevant”,
and “Non-Relevant”. Through these two mechanisms, we
analyze the performance of our recommender.

A. Online Evaluation

Based on the gold standard data, we analyze the accuracy
of our multi-class SVM classification approach in finding the
core university/college and the KNN algorithm in determin-
ing other appealing graduate school suggestions to a user,
i.e., an applicant, using the Std Info and Grad Sch datasets,
respectively.

1) An Ideal Classifier: In order to ensure that our multi-
class SVM is the most ideal choice for our recommendation
task in terms of determining the core university/college for
an applicant, we compare the multi-class SVM with three
other machine learning classification approaches in finding
the core university/college in making recommendations. We
introduce each of these classification algorithms below.

• C4.5. C4.5 is a basic decision tree learning algorithm.
It is a statistical classifier that learns decision trees by
constructing them top-down. The classifier [10] builds
a tree based on the concept of information entropy and
classifies data by following the path of the decision tree
using the values of different attributes in the data. C4.5
adopts a greedy, non-backtracking approach in which
decision trees are constructed in a recursive divide-and-
conquer manner.

• Multilayer perceptron. They are another category of
classifiers. These classifiers compose of a number of
layers of neurons or units. Each neuron receives an
input, applies a function to it, and then passes the output
to another layer. The output layer then generates the
output class for each instance. Backpropagation (BP)
[10], which is based on the neural network learning
approach, is one of the most popular multilayer percep-
tron algorithms. Advantages of multilayer perception
include their high tolerance of noisy data and ability to
classify patterns on which they have not been trained.
They can be used when one have little knowledge of
the relationships between attributes and classes.

• Naı̈ve Bayes Classifier (NBC) [9]. NBC is a proba-
bilistic classifier that assumes conditional independence
among features based on the Bayes’ theorem. The clas-
sifier, which predicts class membership probabilities,



Table III
METRICS FOR DIFFERENT MACHINE LEARNING CLASSIFIERS, WHERE

ACC DENOTED ACCURACY

Algorithm Precision Recall F-measure ACC

C4.5 0.058 0.061 0.059 0.340
MLP (BP) 0.001 0.013 0.001 0.050
Naı̈ve Bayes 0.001 0.011 0.002 0.090
MC-SVM 0.612 0.626 0.615 0.616

provides a probabilistic approach to inference. Since
it simplifies the computations involved, the approach
is considered “naı̈ve”. Based on the highest predicted
probabilities, a given data item is classified.

We have chosen Naı̈ve Bayes as the representative of
probabilistic-model classifiers, Backpropagation (BP) among
the multilayer perceptron neural network models, and C4.5
for the tree-based models. Since we know the output labels
of our dataset in advance, our model is a supervised-learning
model. For this reason, we do not consider unsupervised
methods like K-means clustering [2]. We train these classi-
fiers to determine which trained model generates the highest
accuracy in the determination of core universities/colleges,
using the Std Info training dataset with 14,000 instances,
the same dataset used for training our multi-class SVM.

2) Classification: We used a test set of 2,000 instances
in the Std Info dataset as the gold standard from where
the name, i.e., label, of each graduate school is the uni-
versity/college that the corresponding student is currently
enrolled and is supposed to be predicted by a classifier. We
ran our trained SVM and the three other classifiers, i.e.,
C4.5, BP, and NBC, independently to suggest the label for
each instance in the test set.5 If the label of an instance in
the test set matches the predicted output, then the classifier
has learned well and generates relevant results. Table III
shows the experimental results of the four classifiers on
the test set, which clearly demonstrates that the multi-class
SVM outperforms the others and the results are statistically
significant (p < 0.001) [11].

B. Neighbor Generation

In developing our recommender, we are not trying to
simply develop a classifying framework that generates just
one label, i.e., one recommendation. Instead of simply
finding one graduate school that satisfies the applicant’s
need, we are looking for multiple similar recommendations
because we would like to provide multiple graduate school
suggestions for each applicant to choose from.

In Section IV-A2, we have demonstrated that our trained
multi-class SVM has correctly predicted more than half
of graduate schools. Even though our trained classifier is
a good measure on the performance of our recommender,
only classification is not enough for the scope of our

5The test and training sets extracted from Edulix.com separately are
disjoint subsets.

Table IV
THE MSE VALUES FOR VARYING VALUE OF K NEAREST NEIGHBORS

WHICH DETERMINES THE SIMILARITY BETWEEN AN INSTANCE AND ITS
NEIGHBORS

Iteration/Neighbors 3 4 5 6

1 0.155 0.169 0.300 0.236
2 0.119 0.011 0.330 0.616
3 0.123 0.200 0.170 0.162
4 0.010 0.100 0.200 0.170
5 0.094 0.110 0.290 0.290

Average 0.101 0.130 0.260 0.296

recommendation problem, since our goal is to generate more
than one university/college suggestion for each applicant to
consider. For example, if the actual label of a graduate school
in the gold standard dataset is University of Florida (UF),
we would like to recommend graduate schools which are
similar to UF in terms of qualification and expectation, such
as University of North Carolina, University of Washington,
Ohio State University, and University of Southern California.
We generate multiple suggestions so that a user can have a
comprehensive list of potential graduate schools to examine,
without having to look for it elsewhere. Hence, besides
using the trained multi-class SVM to predict a graduate
school for an applicant, we recommend multiple similar
universities/colleges of the graduate school using KNN and
measure the Mean Sum Squared Error (MSE) between the
graduate school and its neighbors. MSE is defined as

MSE =
(X ′ −Xi)

2

K
(3)

where X ′ is the vector representation of the attribute values
of an instance I , Xi is the vector representation of the
attribute values of I’s neighbor i (i = 1, . . . ,K), and K

is the number of I’s neighbors.
The smaller the MSE value, the higher is the similarity

and the greater is the relevance of the neighbors. We run
five iterations of our recommendation model on the gold
standard data with varying values of K , and Table IV reports
the results. The value of MSE shows that running the model
for K = 4 yields the best result.

1) SVM with KNN: Our trained multi-class SVM and
the KNN algorithm together generate a number of graduate
schools which are the actual ranked recommendations. The
number of neighbors of KNN used in our recommendation
system is empirically decided. Besides using the MSE
values, we run the KNN algorithm with varying value of
K from 1 to 5 based on the Std Info training dataset. We
stop at 5, since the accuracy starts dropping as K > 5. (Note
that the higher the value of K , the larger is the number of
suggestions generated.) Our experiment demonstrates that K
= 4 has the highest accuracy and is the optimal value of K ,
as shown in Figure 2, which is consistent with the K value
chosen for the minimal MSE value as shown in Table IV.



Figure 2. Accuracy versus number of neighbors to determine the optimal
value of K = 4

2) Recommendation Systems to be Compared: In this
section, we compare the experimental results achieved by
graduate-school recommenders introduced in Section II and
our recommender.

• Dikhale et al. (Dik16) consider Naı̈ve Bayes and
Weka’s J48 implementation of the C4.5 algorithm to
generate recommendations. They use six features to
create classification results for five colleges.

• Hasan et al. (Has16) use K-Nearest Neighbors (KNN)
as the classifier as well as nearest neighbor extractor to
suggest relevant graduate schools. Since they have not
specified the ideal K value for their approach, we set
K to be 4, which yields the optimal results for their
recommender too.

• Bokde et al. (Bok15) adopt the multi-collaborative
filtering approach, which is based on the Principle
Component Analysis (PCA) mean and Higher Order
Singular Value Decomposition (HOSVD) in matrix
factorization (MF) to make recommendations. We have
implemented their approach for comparison purpose.

• SVM+KNN is our recommender based on a trained
multi-class SVM for classification and the K-Nearest
Neighbors (KNN) algorithm for extracting closest
neighbors, i.e., similar universities/colleges, for recom-
mendation.

Figure 3 shows the Precision, Recall, F-measure, and
Accuracy values of the four recommendation systems listed
above using the (i) Std Info test dataset that includes for each
student in the dataset the graduate school the student is cur-
rently enrolled, in addition to other universities/colleges that
the student have been admitted as discussed in Section III-C,
and (ii) Grad Sch dataset that includes the graduate school
information of various universities/colleges based on which
the KNN algorithm determines similar universities/colleges
according to their requirements and qualification. We con-
sider the overlap between the universities/colleges suggested
by our recommender (the other three recommenders, respec-
tively) for each student in the Std Info test dataset against
the graduate schools that the student is currently enrolled

Figure 3. Performance Measures of Dik16 [5], Has16 [7], Bok15 [1], and
SVM+KNN (our recommender) based on the Std Info dataset

and schools that have admitted the student. We assume that
if an applicant of a graduate school recommendation system
is interested in a particular graduate school, the applicant
is likely also interested in other universities/colleges who
have admitted a student of the graduate school. Figure 3
clearly shows that our recommendation system outperforms
the other three, and the results are statistically significant
(p < 0.01).

C. User Study

Besides the evaluations shown above, we conducted an
online user study. We sent out an online survey to 100
computer science graduate students, who play the role
of appraisers of our recommendation system,6 at various
universities in the USA who started school in or before
fall 2017.

1) Relevant Versus Non-Relevant Suggestions: Our rec-
ommender first predicted the university/college an appraiser
is currently enrolled based on the application data provided
by the appraiser, and the prediction accuracy is 58%, i.e., 58
out of the 100 universities/colleges currently attended by the
corresponding appraisers were correctly predicted using the
trained SVM. Hereafter, a list of other universities/colleges
generated by using KNN is provided to the appraiser based
on the predicted graduate school. (A sample of the sur-
vey for the neighbor universities/colleges suggested by our
recommendation system is shown in Figure 4.) We asked
each appraiser to mark the nearest neighbor suggestions as
“Relevant” if they are similar to his/her graduate school,7

“Likely Relevant” if they are somehow similar to his/her
graduate school, and “Non-Relevant” if they are not at all
related to the his/her graduate school. As shown in Figure 5,
out of 1,200 (= 100× 4 × 3) potential judgments, majority
of the universities/colleges are marked as “Relevant” and
“Likely Relevant”, and only a small percentage of universi-
ties/colleges are marked as “Non-Relevant”. The results are
statistically significant (p < 0.001).

6The students are either former classmates of the first co-author or their
friends, in addition to graduate students in the first author’s department.

7The similarity refers to the strong likelihood that the appraiser would
also consider attending the corresponding graduate school.



How similar are these universities with Ohio State University?

Relevant     Likely Relevant     Non-relevant

North Carolina State University O                    O                           O

University of Utah O                    O                           O

Arizona State University O                    O                           O

University of Washington O                    O                           O

Figure 4. A sample of the survey circulated for user study

Figure 5. Percentage of the user study evaluation results split into Relevant,
Likely Relevant, and Non-Relevant

2) nDCG (Normalized Discounted Cumulative Gain):
Using the responses made by the 100 appraisers, we compute
the nDCG, which is a widely-used measure for ranking
quality, to determine the overall ranking performance of
our recommender. We consider nDCG5, as defined in
Equation 4, for assessing the five ranked recommendations
made by our recommender for each appraiser. nDCG

penalizes relevant suggestion that are ranked lower in the
list of recommendations. The penalization is based on a
relevance reduction, which is logarithmically proportional to
the position of each relevant university/college in a ranked
list (as shown in Equation 4). The higher the nDCG5 score
is, the better the ranking offered by our recommender is.

nDCG5 =
1

5

5∑

i=1

DCG5,i

IDCG5,i

, DCG5,i =

5∑

j=1

(2relj − 1)

log2(1 + j)

(4)
Based on the responses provided by the appraisers, the

overall average of nDCG5 values on the recommended
graduate schools is 0.59, which indicates that majority of
the useful recommendations are ranked in the top half.

V. CONCLUSIONS

Graduate school recommendation system, which suggests
schools appealing to applicants without requiring the latter to
search for them elsewhere, is a very effective and convenient
tool for applicants. Unfortunately, only a handful of exist-
ing recommenders designed for finding appealing graduate

schools have been developed in the past. In this paper, we
have proposed a graduate school recommendation system
which applies a multi-class SVM to classify a graduate
school that is likely appealing to an applicant and the
KNN algorithm to generate graduate schools with similar
requirements and qualification. Our recommendation model
is a unique one-step solution to applicants who are looking
for graduate schools. We claim that our recommender is
effective and advantageous as the suggestions generated by
our recommendation system are relevant, and the user study
has also verified that they are accurate. The graduate school
data used by our recommender are easily accessible, which
make our recommendation system applicable.
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