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ABSTRACT

Community Question Answering (CQA) websites, which arehiv
millions of questions and answers created by CQA users tageo

a rich resource of information that is missing at web seangfines
and QA websites, have become increasingly popular. Wels user
who search for answers to their questions at CQA websiteg; ho
ever, are often required to either (i) wait for days untilestiCQA
users post answers to their questions which might even bereut,
offensive, or spam, or (ii) deal with restricted answer setated by
CQA websites due to the exact-match constraint that is eregdlo
and imposed between archived questions and user-forrdujatss-
tions. To automate and enhance the process of locatingcighty
answers to a user’s questighat a CQA website, we introduce a
CQA refinement system, calle@AR. Given @, QAR first re-
trieves a set of CQA questior@S that are the same as, or sim-
ilar to, Q in terms of its specified information need. Thereafter,
QAR selects as answers @ the top-ranked answers (among the
ones to the questions iQ.S) based on various similarity scores
and the length of the answers. Empirical studies, which were
ducted using questions provided by the Text Retrieval Genfze
(TREC) and Text Analysis Conference (TAC), in addition toreo
than four millions questions (and their corresponding aarsjvex-
tracted from Yahoo! Answers, show th@tAR is effective in lo-
cating archived answers, if they exist, that satisfy thermiation
need specified iY. We have further assessed the performance
of QAR by comparing itqjuestion-matchingndanswer-ranking
strategies with their Yahoo! Answers’ counterparts andfieerthat
QAR outperforms Yahoo! Answers in (i) locating the set of ques-
tions Q.S that have the highest degrees of similarity wi2tand (ii)
ranking archived answers S as answers t@).

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: [Information Search
and Retrieval-Search process, Retrieval models]; H.3drrira-
tion Storage and Retrieval [Online Information Servicegbvdased
services]
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1. INTRODUCTION

During the last few years, web users have been turning to
Community Question-Answering (CQA) websites, such as ¥aho
Answers (answers.yahoo.com), WikiAnswers (wiki.ansveens),
Naver (naver.com), and AskVille (askville.amazon.cono) |dok
for and/or provide answers to questions in diverse tdpiasCQA
system exploits the power of human knowledge to satisfy adro
range of users’ information needs and handles factoid, disawe
complexX, questions which could be very difficult, if not impossi-
ble, to be answered by conventional web search engines st exi
ing QA systems, such as Ask.com [9]. While this repository- pr
vides a rich resource of information that is missing at papuleb
search engines and QA websites, locating answers to a neis use
guestion@ using question-answer pairs archived at CQA websites
is a challenging task. The challenge is caused by usingreliffe
wordings in formulating (the same or similar) questions agious
users, which complicates the process of finding relevaritizd
answers tay due to theezact-keyword matching strategy em-
ployed by existing CQA systems on archived questions (arsswe
respectively) and) [9, 28].

We propose to develop a CQA refinement system, der@té®,
so that given a new user’s questiQh QAR identifies closely re-
lated, besides exact-matched, archived questions @io terms of
their information needs) and chooses the highly-ranketiiaed
answers to the identified questions as the answe¢g. tMatched
guestions and their corresponding answers retrieve@ Ay can
be extracted from any existing CQA website.

To reduce the huge number of comparisons for retrievingetyos
related questions t@d), QAR identifies the most representative
termsT, instead of using all the keywords, @ and employs a
blocking strategywhich selects and ranks archived questions that
contain keywords that exactly match or are highly similaffto
The similarity matchwhich determines the degree of resemblance

Web users have contributed millions of answers to questitns
various CQA websites. As of December 2007, Yahoo! Answers
collected more than 400 million answers to user-postedtigunss
[28].

2Complex questions are questions inquiring opinions or @lvi
which yield potentially multiple answers to be ranked [18].



between an archived CQA question apds conducted using word-
correlation factors. The answeds to the highly-resembled archived
guestions are ranked using (i) thegree of similarityf an archived
answerA (in As) and @, (ii) the degree of similarityof A and its
corresponding archived questi@, and (iii) the length ofd. The
highest-ranked answers are selected)yR to generate the set of
answers ta@).

Unlike existing (i) question-matching methodologies [t2jich
identify questions that are similar to a new questign(ii) ranking
strategies [25, 28] which determine the quality of answe€g,tand
(iii) CQA systems that require users to browse through and-ma
ually choose archived answers as answer@ ta@) AR combines
word-correlation factors, question-matching, and answaeking
strategies to generate the set of ranked answetk tm addition,

swer features, such as answer lengths and the ratings giveem t
answer by CQA users, along with the expertise of the users who
provide answers. Bian et al. [3] take into account (i) usegrac-
tion information, such as the number of questions a usedaske
swered, respectively) and the number of answers posted bgra u
and (ii) community-based features, which include the pmsdtin
the ranking given to archived answers in Yahoo! Answersgto r
trieve relevant answers from CQA systems. As oppose&gAdR’s
answer-ranking strategy, the ranking methodology in [3jdies
factoid questions onlyQ A R differs from the user-provided voting
scheme which generates the ranking of archived answers$jn [2
since Q AR’s answer-ranking strategy does not require user’s in-
volvement, is fully automated, and is semantic-driven.

While Jeon et al. [13] analyze the properties of an answer

QAR solves many of the problems currently encountered by users A, such as the length ofl and the number of voted receives,

of existing CQA systems which include (i) waiting days fohet
CQA users to post answers@pand (ii) receiving no answers Q.

The proposed) A R fully automates the process of locating high-
quality answers, if they exist, from the millions archivechaartic-
ular CQA website in response €, which minimizes its users’ time
and efforts involved in scanning through questions and ttwie-
sponding answers retrieved by the CQA website. We have nhose
Yahoo! Answers as the source of archived questions and asswe
for QAR, since Yahoo! Answers (i) is one of the most popular
CQA systems these days [18] and (ii) has established a public
available dataset which we downloaded and used for condyeti
performance evaluation adp AR.

The remaining of this paper is organized as follows. In $&c,
we discuss existing question-matching and answer-rarstirzge-
gies. In Section 3, we detail the design @A R. In Section 4,
we present the empirical studies conducted for verifyirey flr-
formance of@ AR. In Section 5, we give a concluding remark.

2. RELATED WORK

In this section, we discuss existing question-matching and
answer-ranking approaches. The former is adopted by CQA sys
tems to identify the most similar archived questions (inmgmof
their information needs) to a new user’s questipnwhereas the
latter is adopted for ranking archived answers as answejps We
compare these approaches with ti@id R's counterparts.

Jeon et al. [12] and Xue et al. [29] rely on trained machine-
translation models to find questions that are the same orafsgm
cally) similar to a user’s questiaR, despite their lexical mismatch.
Besides using archived questions, Xue et al. [29] also densi
the answers to the archived questions in performing thetigumes
matching task. Wang et al. [27] identify questions simitaéx by
comparing the syntactic tree ¢f and its counterparts constructed
using CQA questions. Cao et al. [6] introduce a questiorehiaty
framework based on the categories of questions (e.g.,|tpok
itics, or education) archived at a CQA website. The authoss fi
determine the categorg’ to which @@ belongs and rank CQA's
archived questions belonged to the same categor® &sat are
similar to@. Cao et al. also search for archived questions in cat-
egories other thaw' to which @ has a high likelihood of belong-
ing. Unlike the question-matching approaches in [6, 12,25,
QAR avoids any pre-processing steps, which require eithar-trai
ing a machine-translation model, representing (CQA) doestas
syntactic trees, or determining the category to whizlpelongs,
and thus reduces the processing time spent on locatingiojp®st
similar toQ. Besides matchin@ with archived questions as in [6,
12, 27, 29],Q AR also applies an answer-ranking strategy which
ranks and selects archived answers as answéps to

In ranking CQA answers t@, Suryanto et al. [25] rely on an-

Agichtein et al. [1] consider the structural, textual, anthenunity-
based features of, in addition to the qualityof its corresponding
guestion.

In [17, 28], the authors identify the best answer to a quastio
in a CQA system. While Lee et al. [17] develop a weighted vot-
ing scheme based on voter’s credibility, which handles theafity
voting scheme problem (that is vulnerable due to random amsp
voting) of CQA systems, in choosing the best answer to a ques-
tion, Wang et al. [28] introduce a method based on analogizl
soning that uses (i) a set of user-provided question-anpaies
in which high-quality, incorrect, and spam answers haven lpge-
viously identified and (ii) a Bayesian logistic regressiondal to
determine a score for each candidate answer to a questidikeUn
QAR’s ranking strategy, the methodologies proposed in [17, 28]
are based on user-feedback information, which may not away
available.

The existing approaches discussed in this section eitlvatdo
similar questions with respect to a given user’s questionaok
answers retrieved by CQA systems, but not bofhAR, on the
other hand, is (to the best of our knowledge) the only approaat
combines these two tasks into a single process.

3. QAR, OUR PROPOSED QA REFINE-
MENT SYSTEM

In this section, we introduc€ AR which matches questions
archived in a CQA system with a new user’s questigrand ex-
tracts and ranks answers to the matched questions as artswers
Q. We first define the word-correlation factors which indictite
degree of similarity of any two question/answer keyworts,mea-
sures that) AR uses for matching questions and ranking answers
(in Section 3.1). Thereafter, we discuss the question‘mrajc
strategy (in Section 3.2) employed YA R, and introduce) AR'’s
answer-ranking strategy (in Section 3.3).

3.1 Word-Correlation Factors

QAR relies on the pre-computed word-correlation factors in the
word-correlation matrix [16] for matching archived quess with,
and ranking answers t@). The word-correlation factors were gen-
erated using a set of approximately 880,000 Wikipedia deoum
(http://wikipedia.org), and each correlation factor cates theale-
gree of similarityof the two corresponding worlidased on their

3In defining the quality of a question, Agichtein et al. [1] sarer
a variety of semantic features, which include correct uggiottu-
ation, misspellings, and grammatical properties, to nafiesva

“Words in the Wikipedia documents westemmed9] (i.e., re-
duced to their grammatical roots) after all the stopwordsgach
as articles, conjunctions, and prepositions, which do rayt @ sig-



(i) frequency of co-occurrencend (i) relative distancesn each
Wikipedia document.

Wikipedia documents were chosen for constructing the word-
correlation matrix, since they were written by more than089,
authors (i) with different writing styles, (ii) using vare termi-
nologies that cover a wide range of topics, and (iii) withedse
word usage and content. Furthermore, the words in the mateix
common words in the English language that appear in various o
line English dictionaries, such as 12dicts-4.0 (prdowdtosource
forge.net/wordlist/12dicts-4.0.zip), Ispell (cs.ueldwu/geoff/ispell.
html), and BigDict (packetstormsecurity.nl/Crackergthict.gz).

The word-correlation matrix is a 57,908 57,908 symmetric
matrix, since the word-correlation factous:f (¢, j) andwcf(j, 7)
are equal, where¢ andj are any two given words, andcf (i, 5)
reflects how closely relatedand; are, and is defined as

1
ZDEWiki Zwi €D ij €D d(w,i,wj)+1

NiXNj

wef (i, 5) = @
whereWiki is the set of Wikipedia documents;; (w;, respec-
tively) is an occurrence of the wokd;, respectively) in a Wikipedia
documentD, d(w;, w;) is thedistancei.e., the number of words,
betweenw; andw; in D such that(w;, w;) = oo, if eitherw; ¢ D
orw; ¢ D, andN; (N;, respectively) is the number of times word
i (word 7, respectively) appeared W iki.

Compared with synonyms and related words compiled by Word-
Net (wordnet.princeton.edu) in which pairs of words are ast
signed similarity weights, word-correlation factors p®/a more
sophisticated measure of word similarity. (For an in-degiitus-
sion on the word-correlation factors and a comparison wlitr-a
native correlation measures for determining word-sintifarsee
[16].)

Note that in identifying archived questions that are simitaa
new user's question (as discussed in Section 3.2)R adopts
a reducedversion of the word-correlation matrix. The reduced
word-correlation matrix contains 13% of the most frequentl
occurring word pairs (based on their frequencies of ocoween
the Wikipedia documents), which was empirically deterrdize
discussed in [10], and for the remaining 87% of the lesstfeat]y-
occurring word pairs only exact-matched word-correlatiactor,
i.e., 1, is used. The distribution of the word-correlati@ttbrs
among different word pairs in the reduced matrix is illutcain
Figure 1, which shows that the word-correlation factors éina not
exact matches are in the rangelofk 10~* and1 x 107, and
word pairs with a word-correlation factor no less tharx 10™4
are treated as highly similar, whereas word pairs with lowerd-
correlation factors are treated as less similar.

3.2 The Question-Matching Strategy

In this section, we discuss the various steps invoke@yR in
matching archived questions with a new user’s question.

3.2.1 User’s Question Representation

Since users’ questions tend to be lengthy [24 R adopts the
features proposed by Bendersky et al. [2] for extractingrtluat
representative keywords in verbose natural language questions
to capture the information needs specified in a questionghwini
turn has a positive impact on the retrieval performance catzul

nificant role in representing the content of a document, were

moved. As a side-effect, the stopword removal and stemmiag p
cess significantly reduces the number of (key)words to bsiden

ered. From now on, unless stated otherwise, (key)words tefe
non-stop stemmed words
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Figure 1: Distribution of the word-correlation factors in t he
reduced word-correlation matrix

with verbose queries, i.e., retrieving archived quest&inglar to

a user’s question in our cas@.AR weights each keywordk in a
question@ using the features defined in [2]: (i is capitalized
(with the weight of “1") or not (with the weight of “0"), since
capitalized keyword is assumed to capture important inétion

in Q, (ii) the frequency of occurrencef K in a corpusC, since
frequently occurred terms are assumed to be more reprégenta
of the content of) than less-frequent ones, (iii) thieverted doc-
ument frequenc{DF) of K in C, since IDF is commonly used in
information retrieval as a weighting function [23], (iv)ethresidual
inverted document frequenoy K in C, which is the difference be-
tween the observed IDF and the value predicted by a Poissdelmo
[8] of K, since the difference reflects the degree of significance of
K in representing the information needs expresse@,r{v) the
weighted information gaiffWIG) of K, since WIG measures the
change in information on the quality of the retrieval in resge to
K [31] and serves as an indicator of representative keywdgvis,
the frequency of occurrencef K based on the Google unigram
counts [5], which can be a more reliable frequency estimtzn
the frequency of< in C, since the latter vary depending on the size
of C, (vii) the numberof times K appears as part of a question in
C, and (viii) thenumberof times K is an exact question i@v'.

To compute a score, i.eRank(K), for each keywordk in Q,
which identifies thalegree of significancef K in representing the
information need specified i), QAR uses theOdds ratio[14]
(Odds for short), which is defined as the ratio of the probabilty (
that an event occurs to the probability (&)-that it does not.

_ p(H)
- 1—p(H) @)

whereOdds(H) measures the predictive or prospective support ac-
cording to a hypothesi#l by the prior knowledge(H) alone to
determine the strength of a belief, which is based on thaifeat
values listed above in our case.

In computingRank(K) of a keywordK in Q, QAR relies on
the product of the feature values computed&oin Q, i.e.,p(H) in
Equation 2, which determines the significancéoin Q. Since the
feature values are in different numerical rang@s! R normalizes
the feature values so that each score is bounded between1) and
and they are weighted equallRank(K) is defined as

Odds(H)

HS Feature; (K)

i=1 argmax; Feature;(K)
1— H8 Feature; (K)

i=1 argmax;Feature; (K)

Rank(K) = (3)

whereFeature;(K) is theit® (1 <i < 8) feature score fok in



Q andargmaz; Feature;(K) is a function that identifies thé"
feature score fo¥ in @ with the highest score which is the nor-
malization factor that bounds the feature scores between 0 a

Having computedRank(K) and based on the analysis that an
average query includes 2.6 terms [24], thg-3 highest-ranked
keywords of(@ are chosen for representin@ in selecting CQA
questions (see details in Section 3.2.2). Processingph@ kighly-
ranked keywords, instead of all the (non-)stopwords)irsignifi-
cantly reduces the question evaluation timé&pf

3.2.2 Selecting Similar Archived Questions

As previously stated, a CQA system archives millions of gues
tions and thus it is not practical to compare each questicheén
system with a new user’s questi@p to find archived questions
that matchQ. To avoid computing theegrees of resemblante-
tween( and each of the archived CQA questions so that question
processing time can be further minimiz&g AR chooses a subset
S of archived questions, if they exist, that have a high degfee
similarity to Q. In accomplishing this task) AR applies a block-
ing strategy to retrieve CQA questions that include keywords that
eitherexactly matctor arehighly similarto each of the top-3 rep-
resentative keywords i@). In other words, to include an archived
question@’ in S (to yield the subset of questions highly-likely rel-
evant to@), each of the top-3 keywordsrepresenting) either (i)
exactly matches a keyword @’ or (ii) the correlation factor of a
keyword in@’ and & is in the reduced word-correlation matrix (as
defined in Section 3.1).

Pera et al. [21] have verified that by using the reduced word-
correlation matrix, as opposed to the word-correlationrixai-
troduced in Section 3.1, it is possible to select a subsekeais,
i.e., questions in our case, to be evaluated and decreasertine
matching processing time without affecting the matchinguaacy.

3.2.3 Ordering Matched Questions

Having determined the subsgtof CQA questions that are sim-
ilar to @, QAR ranks the questions ifi to identify the ones with
the highest degree of resemblancé}or hedegree of resemblance

between® and each questio@' in S is computed as follows:

Sim(Q,Q) = >N wef(ai,qy)

i=1 j=1

“

wheren (m, respectively) is the number of keywords@(Q/,
respectively)g; (q;-, respectively) is a keyword i) (Q', respec-
tively), andwef(qi, q;-) is the word-correlation factor af; andq;-,
as defined in Equation 1. Note that all the keyword€imot just
the top-3 most representative onejrwhich are simply used to
identify candidate questions, i.e., questions simila@tcare con-
sidered in computingim/(Q, Q/), which should yield a more re-
liable similarity measure compared with using only the 8key-
words in questions of, a relatively small subset.

The length on’ can potentially affectSim/(Q, Q,), since the
longer Q' is, thehigher the Sim(Q, Q') value could be, which
could create diasin its degree of resemblance € QAR nor-
malizesSim(Q), Q') as follows:

_ Sim(Q,Q)

NSim(Q.Q) = = * (5)

5A blocking strategy15] is a filtering technique which reduces the
potentially very large number of records to be compared [7].

n Extending your conscription date in the Turkish Military?
...back to Turkey and the army? Or can he get his conscription date put
forward? FY1 - he is currently in Malaysia on a visit visa: he's 21 and would
have to do 15 months military service in Turkey. many thanks for all your
advice. Could you post where or how you got your info from? ...
2 In Military - Asked by Angel - 1 answer - 2 years ago
(thanks for all answers) if we have a baby?
... for the advice you have really reassured...both living in turkey at the
moment as she ...be difficult for me to get a visa to live in england but most
probably we could get visiting visa's which would mean...maternity
rights...?does the government fund for maternity.._baby and then we could
arrange how to see each other.
-7 In Pregnancy ed by white crow - 2 answers - 3 years ago

- Asked

Lt 3
29
S-dE

schengen visa for a turkish citizen?

...boyfriend an i would like to visit amsterdam in april. 'm french...3%:s
turkish (living in turkey) and getting a visa seems really difficult. the.... we
really want to do that trip. any ideas of how to increase our chances of
success? thank you

r In Other- Europe - Asked by ellie - 2 answers - 2 years ago

Figure 2: Top-3 questions (out of the top-10) retrieved by Ya
hoo! Answers in response to the questiof), “How do you get a
visa to visit Turkey?"

1. “Visa for Turkey?"
2. "Does British overseas citizen need visa to visit Turkey?"

3. "Address of embassy of Turkey in the Netherlands? I
wish to know the_visa formalities to visit Turkey?"

Figure 3. Top-3 questions (among the top-10) retrieved by
QAR for the question @, “How do you get a visa to visit
Turkey?", in which words that exactly match the top-3 words,
‘visa", “visit", and “Turkey", representing @ are underlined

wherem andSim(Q, Q/) are as defined in Equation 4.
Since web search engine users often view only the first 10 re-
trieved results when performing a search [11], we only atersiip
to the top-10 CQA questions (if}) with the highestV Sim values
as the most (semantically) similar archived questiong to

ExamMpPLE 1. Consider the questiaR, “How do you get a visa
to visit Turkey?". Both Yahoo! Answers an@AR identify (re-
lated) archived questions fdp. While the first ranked question
retrieved by Yahoo! Answers (on June 30, 2010), as showngn Fi
ure 2, is “Extending your conscription date in the TurkishliMi
tary?", which does not match the information needs specified
Q, QAR extracts the first ranked question (as shown in Figure 3),
“Visa for Turkey?", which does. Moreover, ¢ and3¢ ques-
tions retrieved by Yahoo! Answers f@p (as shown in Figure 2)
do not matchQ), since the questions were posted by users living
in Turkey who were interested in applying for visas to othaure
tries. The2"? and3"? questions retrieved b§) AR (as shown in
Figure 3), however, are related € since they both inquire infor-
mation on applying for visas to visit Turkeii

EXAMPLE 2. Consider another questiéhz, “How do you re-
move soda stain from carpet?". Figure 4 (Figure 5, respelg)iv
shows the top-3 (among the top-10) questions retrievedaniced
by Yahoo! Answers@ AR, respectively) in response ©@g. Un-
like the top-3 questions retrieved YA R, which are highly similar
to Q &, since they match the same information need as specified in
Q g, the questions retrieved by Yahoo! Answers inquire on how
to remove from a carpet either general stains or curry steatiser
than soda stains, and thus are not (closely) related to thamal
questionQ . O



How to remove old stains from the carpet?

My white carpet is a disaster from spilled drinks.._there are still some spot
stains you can see (red soda, some yellow stain, etc). How do | get these
out?

27 In Cleaning & Laundry - Asked by Asprin2Go - 3 answers - 3 months ago
How can you remove a yellow curry stain from gray carpet?
Are they any natural products around the house that | can use? does baking
soda work?

r In Cleaning & Laundry - Asked by tobey - 3 answers - 2 years ago

How do you remove either orange popsicle or orange pop

stained on carpet?

...on my mid-tan colored carpet. But, the truth is that.._.could stay down was
orange soda pop (the kind with sugar) or orange...my little Bissell Green
Machine to remove the stain to no avail. So | need to get...clever stain
removal ideas - does anyone think Oxyclean liquid might...diameter area.

Figure 4: Top-3 questions identified by Yahoo! Answers in re-
sponse to the questior) gz, “How do you remove soda stain
from carpet?”

[l. How do I get a clear soda stain out of a Berber carpet ?
. How do I get a strawberry soda stain out of my light brown carpet?

B.What is the least expensive way to remove soda stains from carpet? I have
this huge brown soda stain in the middle of my living room floor and I want to
know if there is a very cheap way to get rid of it, without going out and buying all
those expensive carpet cleaners...

Figure 5: Top-3 questions identified by AR in response toQ g,
“How do you remove soda stain from carpet?", in which key-
words that exactly match the top-3 most representative word,

i.e., “soda", “stain", and “carpet”, in Qg are underlined

Notice that in determining the similarity among questiapsi R
accumulates word-correlation factors, instead of depegndn tra-
ditional document similarity measures (e.g., cosine giriti}), since
the latter have been shown to perform poorly in handling tshor
texts, which include very few, if any, overlapping terms][22

3.3 The Answer-Ranking Strategy

Having determined the s&f of the top-10 archived questions
most similar to a new user’s questiéh Q AR proceeds to-ank
each archived answet to each question i§' to determine its rel-
ative degree of satisfaction in answering (the informati@eds
specified in)Q. To determine the likelihood ofl in answering®,
QAR considers (i) the similarity betweettand@, i.e., NSim(A,

Q), (ii) the similarity betweenA and its corresponding question
Qa4, aquestionirb, i.e., NSim(A, Q4), and (iii) the length of4,
denotedLength(A).

As claimed by Tu et al. [26], one of the major challenges in
identifying correct answerds in response to a user's questigh
is the lexical gap betweef) and As, which is caused by thextual
mismatchbetween@ and As, i.e., @ includes words that do not
necessarily occur iMs. QAR relies on theword-correlation
factors (introduced in Section 3.1) to determine the similarity
between questions and answers, which relaxesxaet-keyword
matchingconstraint imposed by CQA systems in locating answers
that respond to the information needs specified in a pastiques-
tion. NSim(A, Q) (NSim(A, Qa), respectively), as defined in
Equation 5 in which the keywords i@ andQ' are the keywords
in A and@ (Qa, respectively), indicates to what degrdesatis-
fies the information needs specifiedgh(Q 4, respectively) and is
based on the word-correlation factors of each keyword! iwith
respect to each keyword @ (Q a, respectively).

QAR relies onN Sim(A, Q), since the highest the similarity

score betwee and @, the more likelyA is an archived answer
that satisfies the information needs specifie@inV Sim(A, Q a),
on the other hand, reflects the degree of confidencd @i an-
swering@Qa. QAR computes the similarity betweeA and its
corresponding question, as opposed to using the actuahgpdk-
termined by the ratio of positive and negative votes giver oy
CQA users, since as stated in [4, 28], while users’ votes can p
vide indicators of the quality and readability of an answlesy are
not always reliable due to the existence of bad or fraudwietes,
i.e., spam votes. More importantly, Suryanto et al. [25]ehaeri-
fied that measuring the relevance of an answer using itsiqnest
a better alternative than considering answer attributes) as the
number of times an answer is recommended by other users or the
number of times a user prints or copies an answer.

QAR also employsLength(A), which returns the number of
keywords inA, as a factor in rankingl with respect taQ, since as
stated and verified in [13], good, i.e., high-quality, anssagre usu-
ally longer than bad answers, i.e., spam answers in CQAmgste
which include answers such as “I don’t know" or “Nothing new"

QAR computes a ranking score fet, denotedRank Ans(A),
which reflects the relative degree of satisfactiomdoiin providing
the information needs expressedin The ranking score is calcu-
lated by combining (the scores of) each of the mea&ymesiously
described using th8tanford Certainty FactofSCF) [19], which is
a measure that integrates different assessments, i.@yUsanswer
scores in our case, to determine #teength of a hypothesis, i.e.,
the effectiveness afl in answering® in our case. The formal def-
inition of SCF is given as follows:

B SCF(R:1) + SCF(R3)
T 1— Min{SCF(R:),SCF(R2))}

where R, and R» are two hypotheses that reach the same conclu-
sion C, and SCF is the Stanford certainty factor (i.e., confidence
measure) of”, which is a monotonically increasing (decreasing)
function of combined assumptions for computing the confiden
measure of”'.

Using the SCF equatiorf) AR combines the various measures
related toA to yield the overallRank Ans score ofA as follows:

SCF(C)

(6)

RankAns(A) =

NSim(A, Q)+ NSim(A,Qa) + Length(A)
1 — Min{NSim(A,Q), NSim(A,Qa), Length(A)}
Since, as previously stated, it is a common practice for wssrau
to view only the top-10 retrieved results when performingarsh

[11], QAR displays up to the top-10 retrieved answers with the
highestRank Ans scores as the answers@

™

ExXAMPLE 3. The top-3 (out of the top-10) ranked answers re-
trieved by Yahoo! Answefs(QAR, respectively) as answers to
Qe in Example 2 are shown in Figure 6 (Figure 7, respectively).
It is clear that the top-3 answers €x retrieved byQ AR satisfy
the information need specified @z, as opposed to the answers
chosen by Yahoo! Answers, in which onbne out of the top-3
answers, i.e., Answer 3 in Figure 6, provides an answer thatic

5Since the measures employed in computing the ranking s¢are o
given answer are in different numerical rang8si R scales all the
measures usinglagio function so that they are in the same range.
’In identifying the relative order of answers retrieved byhyal!
Answers for illustration purposes, we simulate an “ingght" user
who given a questio® always selects the most relevant question
with respect taQ retrieved by Yahoo! Answers, a common prac-
tice. See Section 4.2.3 for details.



Best Answer - Chosen by Voters

call a pro

Source(s)

pickmefi p
(2)
you could be clean rug to bleach
3 menths ago
There are several cleaning products out there that will take out these stains - |
recommend Oxy Action Resolve carpet cleaner - | have used it and it works well if

most stains in your house are organic in nature (food or dirt) and not synthetic (oil
chemicals)

Figure 6: The top-3 ranked answers selected by Yahoo! An-
swers, which are answers to the archived questions in Figuré

[l. My husband works for a carpet cleaning company. he says you con steam

klean that stain. the sooner you do it the less of a stain your carpet will have...

. Try and paste stuff called tide-to-go. Paste it on the carpet and add water
pn the stain but net much and take a coarse bristle brush and werk it into the

carpet and as the stain lifts damp it out with a dry cloth...

3. The best thing to use to clean spots without leaving a residue that actually

pifracts more dirt is plain old club soda. pour it on, lef it sit a few minutes,

bpnd then soak up excess liguid with a clean dry cotton cloth...

Figure 7: The top-3 ranked answers retrieved byQ AR, which
are answers to the archived questions in Figure 5

be considered adequate Qrz. More importantly, while the three
answers shown in Figure 7 offer different suggestions forawng
soda stainfrom carpets(as specified ifQ ), the third answer ex-
tracted by Yahoo! Answers (as shown in Figure 6) discussegdo
remove general stains from carpets, which is less infoxmatnd
useful than the answers retrieved @A R. O

EXAMPLE 4. Consider the questio@;, “Do you know any

dishes for someone who is a celiac?". As shown in Figure 8, Ya-

hoo! Answers retrieves a single archived question in respaa
Qr, which does not match the information need specifie@in
since the retrieved question inquiries on suggested dishesrve
for a dinner party. Q AR, on the other hand, identifies archived
questions which match the same information need as spedaified
Q1, including keywords similar to “dishes", i.e., “ingredishand
“recipes”, and exactly-matched keyword “celiac” @y (see the
top-3 archived questions shown in Figure 9). In fact, eacthef
top-10 answers retrieved By AR in response t@); is relevant to
Q1, which include suggested recipes for those who suffer fitwen t
celiac disease. The top-3 answers retrievedbyR in response to
Qr are shown in Figure 101

4. EXPERIMENTAL RESULTS

In this section, we first introduce the datasets and metsesl u
for assessing the performance @A R (in Sections 4.1 and 4.2,
respectively). Thereafter, we detail the empirical stadienducted
for verifying the effectiveness a AR in (i) matching archived
guestions with a new user’s questigh(in Section 4.3.1) and (ii)
retrieving and ranking archived CQA answers which servenas a
swers toQ (in Section 4.3.2).

4.1 Datasets

E 1sthis a good idea for dinner tomorrow?

o _..puck) and countless other dishes that a) people beg me...enough cat hair
to make you sick. They are italian and always talk... to cook italian for
them. But... people who needs all attention...one aunt has celiac disease)
13 layer beef .. to enjoy it. Does this sound like someone with a very
simple palate...39;. | dont really know what they are._..over some good food.
Any suggestions...

“r In Cooking & Recipes - Ask

by L-train - & answers - 11 months ago

Figure 8: An archived question retrieved by Yahoo! Answers
response to questior® ;, “Do you know any dishes for someone
who is a celiac?"

1. I have been diagnosed with celiac disease, what now? Are there certain

things I should know? Ingredients that I need to stay away from?...
2. Anyone know of a website that offers recipes for celiac disease?

3. Doesanyone have celiac? Could anyone give me any tips? Recipes that
you love? Anything else that might be helpful? Thanks!

Figure 9: Top-3 archived questions retrieved byQ AR in re-
sponse to questior®;, “Do you know any dishes for someone
who is a celiac?", in which keywords that exactly-match or ae
highly similar to the keywords representing Qy, i.e., “celiac”
and “dishes", are underlined

notedY A-Data, as thesourceof questions and answers used by
QAR for matchinga new user’s questio andranking(retrieved)
archived answers as answersxoY A-Data consists of 4,483,032
questions (and their corresponding answers) collecteddhod!
Answers as of October 2007. In addition to each questioend

its answers, the dataset contains metadat@ which indicates the
best answer t@).

BesidesY A-Data, we have followed the evaluation strategy
presented in [3] by considering another set of 300 questides
noted Q A-dataset. The questions i) A-dataset play the role
of new users’ questiort®r objectively evaluating the effectiveness
of the question-matchingnd answer-rankingstrategies ofQ AR
and Yahoo! Answers (for comparison purpose), respectivghy-
dataset consists of questions provided by the 2004 Text Retrieval
Conference, TREC (http://trec.nist.gov/data/qa/t2@@dlata.html),
in addition to a subset of “squishy", i.e., opinion, quessigro-
vided by the Opinion QA task of the 2008 Text Analysis Confer-
ence, TAC (http://www.nist.gov/tac/data/index.htmlhel(squishy)
questions provided by TAC refer to various topics coveretha
Blog06 document collection, i.e., a collection of blog modbwn-
loaded from the Web between December 2005 and February 2006.
Since Yahoo! Answers does not address all the topics covered
Blog06, we included, as part @ A-dataset, the TAC questions
for which their corresponding topics are covered in Yahoat- A
swers. During the performance evaluation process, whilleiaed
questions and answers retrieved®y\ R in response to each ques-
tion in Q A-dataset came fromY A-Data, the corresponding sets
of questions and answers retrieved by Yahoo! Answers were ex
tracted directly from the current Yahoo! Answers websitéhwi
guestions and answers archived up till January 11, 2011.

4.2 Evaluation Metrics

To evaluate the performance GJAR (Yahoo! Answers, re-
spectively) in matching questions and ranking answers alyean

As mentioned in the introduction, we consider the Yahoo! An- well-known information retrieval measures that inclusiecuracy
swers Comprehensive Questions and Answers dataset [30], de Mean Reciprocal RankPrecision at K andMean Average Preci-



1. Celiac.com is Erecn', also check out bette hagaman's books, she has all sorts of
gluten free cookbooks that are awesome, a lof of the time you can find them for
@ lower price on overstock.com! a lot of normal recipes can do fine as well, fjusf
substitute the ingredients, in all of befte hagamans cookbooks she offers
substitution info. my new favorite is wolfgang puck's website, I was surprised at
how many of his recipes are naturally gluten free, he has an amazing flourless
chocolate cake that is to die forl ...

2. There is a wonderful cookbook called the allergy free cookbook you can very
likely get it inexpensively on eBay. one of my daughters has celiac type allergies
and 'is allergic to eggs and my other dau?h‘rer has some opposite allergies ontop
of that I babysit a child who has completely different food allergies from my
two. this book covers all the major allergies and gives suggestions for
substitutions in popular dishes...

B. My mum has celiac allergy as well so I usually cook for her and her favorite is
spaghetti you can buy wheat free stuff from most places it just that its a bit
more money but always check on the back of the packet for wheat.

Figure 10: Top-3 archived answers retrieved byQ AR, which
are answers to the archived question in Figure 9

asrelevantanswers to a new user’s question@y R (Yahoo! An-
swers, respectively) earlier, we rely on well-known ramkimea-
sures as defined below.

Mean Reciprocal Rank (MRR)

The M RR of the ranked answers retrieved (by eitligA R or
Yahoo! Answers) is the averaged sum of the ranking valuesgoh
(new user’s) questio®® such that each ranking value is either the
reciprocal of the ranking position of tlfiest relevantanswer among
the top-10 retrieved answersd if it exists, or 0, otherwise.

9)

sion, which are commonly used for assessing the performance of awhere@,. is the set of questions i@ A-dataset, |Q.| is the total

CQA system [3, 28, 29].

4.2.1 Accuracy on Question Matching

To assess the effectiveness@# R (Yahoo! Answers, respec-
tively) in identifying archived CQA questions that are ttzare as
(or closely related to) a new user's questiQn we evaluate the
accuracy of the question-matching strategyod R (Yahoo! An-
swers, respectively) using tlecuracy ratiodefined below.

Number_of_Related_Questions
Number_of_Retrieved_Questions

®

Accuracy =

whereNumber_of_Retrieved_Questiasshe number of questions
retrieved byQ AR (Yahoo! Answers, respectiveRand Number_
of_Related_Questions is the number of questions that are rele-
vant to Q.

4.2.2 Assessing the Answer Ranking Strategy

To determine therelevance of the answers retrieved (ei-
ther by QAR or Yahoo! Answers) for each TREC ques-
tion in QA-dataset we rely on the answer patterns
(http://trec.nist.gov/data/qa/2004_qadata/04.padteip) provided
by TREC, which are also used in [3]. The answer patterof
a TREC questiorQ, which is asequence of phrases, is com-
pared against each of the answelsetrieved by eithe@ AR or
provided by Yahoo! Answers in responsejolf there is a (string)
match between any phrasefirand the keywords id, thenA is la-
beled aselevantto Q; otherwise A is labeled ason-relevanto Q.
The tens of questions i@ A-dataset provided by TAC are opin-
ion questions that are subjective by nature and thus theivaece

cannot be determined the same as TREC in which answer mattern

are provided. As a result, we rely ondependent appraiser®
determine the (non-)relevance of each answer retrieve@ AR
(Yahoo! Answers, respectively) in response to its corradpa
TAC question inQ A-dataset.

To measure theanking of archived CQAanswersextracted by
QAR (Yahoo! Answers, respectively), which have been identified

8As stated in Section 3.2.3, we consider only (up to) the @p-1
most similar (or same) questions retrieved with respectueea’s
question, if they are available.

%To the best of our knowledge, there is no dataset which cae ser
as benchmark data that identify the relevance of a set oftignes
with respect to another one. We rely ardependent appraisers

who manually examined each of the top-10 quest'@ﬁsetrieved
by Yahoo! Answers @ AR, respectively) for eacld) A-dataset

guestion@ to determine the relevance @f with respect ta).

number of questions i), ¢ is one of the questions i@, andr,
is the (position in the) rank of thfirst relevantanswer tog, if it
exists.

Precision at K (P@K)

The PQK value [20] quantifies the topc ranked answers to a
(new user’s) questiofy in terms of their relevance with respect to
@, which measures the overall user’s satisfaction with tipeA0
results.

L | Ra|

PQK =
@l & K

(10)
€Qr

whereK (=1, 5, and 10 in our study, which evaluate the relevance
of the answers retrieved at thep, in the middie, andoverall in

the ranking, respectively) is the (pre-defined) number tfeeed
answers to be considere@,, |Q-| andq are as defined in Equa-
tion 9, and| R4| (1 < |Ry| < K) is the number of topK retrieved
answers that are relevantgo

Mean Average Precision (MAP)

The M AP metric evaluates the (iqverage precisiorof the
retrieved answers and (iBffectivenes®f the ranking approach
adopted byQ AR (Yahoo! Answers, respectively), which should
position higher in the ranking the answers with higher degt
relevance to the corresponding questidhA P is defined as

MAP =

1 o Z SN Par x rel(r)

11
EX IR (5

qEQ

where|Q..| andq are as defined in Equation BR,| (1 < |R,| <
10) is as defined in Equation 10} (1 < N < 10) is the number
of answers retrieved fay, r is a position in the ranking (from 1 up
till 10, the largest possible value)el(r) is a binary function of ‘1’
or ‘0’, which indicates the relevance or non-relevance efitt'
ranked answer, respectively, aitfdr is theprecision(as defined
in Equation 10 without restrictingl” being 1, 5, or 10 only) at the
given cut-off rankr.

The ideal value ofM/ AP is 1, which indicates that all the re-
trieved answers are relevant to its corresponding questiath the
closer M AP is to 1, the better the retrieval and ranking perfor-
mance of the corresponding (CQA) system is.



80%

4.2.3 Baseline Evaluation Metrics Using Yahoo! An- 0%
swers 0%

We evaluate the quality of the answers retrieveddy R and 0%
compare their results with the ones retrieved by Yahoo! Aesrsw
Yahoo! Answers relies on the votes assigned to archivedenssw —  50% A
casted by Yahoo! Answers users such thatlibstanswer to an S aon -
archived questioni)’ is positioned at théop of the answer list and ﬁ
the subsequenanswers toQ  are ranked in decreasing order ac- < 30% —
cording to the number of votes they received. Since in respéor 20% -
eachQ A-dataset question@, Yahoo! Answers provides a list of
archived questions with respect g denotedY A-Qs, i.e., Yo, 10% I
YQ,, - Y., and their corresponding answers, ig , ..., 0% .
YS Y5, 0 YO Y, .., Y5, we consider multiple al- QAR Yahoo! Answers

ternatives for calculating/ RR, PQK, and M AP values of the
answers retrieved by Yahoo! Answers, as suggested in [3ghwh Figure 11: Accuracy ratios of QAR and Yahoo! Answers in
are defined below. identifying questions that are the same or semantically siifar

to each question inQ A-dataset
MRR-MAX

In applying Equation 9 to compute the MRR score of Yahoo!
Answers using thé/ AX method,r, of questiong in Q A-dataset
is the highest ranking position among the ranking positions of
the first relevant answeto each questioYy,,, Yo,, ..., Yo, in
Y A-Qs of q. This baseline simulates an “intelligent" user who
always selects the highest-ranked relevant answer to tséneie-
vant question (irt” A-Qs) retrieved by Yahoo! Answers.

(among the ones iy A-Data) extracted byQ AR in response to
each questio) in Q A-dataset that were identified as relevant by
the independent appraisers whatched the information needs
specified inAQ and Q. According to the experimental results,
QAR achieves an average of 70% accuracy in matching archived
questions. Furthermoré) A R's question-matching strategy, which

is based orword-correlation factors outperforms its counterpart
adopted by Yahoo! Answers, which is based exact-keyword

MRR-STRICT matching by 26% (see Figure 11). The average question-matching
Using Equation 9 to compute the MRR score of Yahoo! Answers accuracy achieved by Yahoo! Answers, which is 44% and isthase
based on th&TRICT method,r, of questiong in QA-dataset on the judgments of the same group of individual appraisérs w
is theaverageof the ranking positions of thfirst relevant answer ~ €évaluated AR's matched questions, indicates that on the average
to each questioy,, Yq,, ..., Yo, in YA-Qs of g. This base- 4 out of 10 questions retrieved by Yahoo! Answers for a quastio
line simulates a user who “follows" the ranking of the reteié Q in QA-dataset are the same or related @ as opposed to the
questions and answers given by Yahoo! Answers and examinesout of 10 retrieved by) AR.
retrieved question threads and their corresponding assinehe We have observed that out of the 3QA-dataset test ques-
order they were originally ranked. tions used in the empirical stud@) AR found at least one (rel-
evant) match for 30 more questions @A-dataset than Yahoo!
MRR-RR (Round Robin) Answers did. In addition, 29% of the questions (out of a tofal

31) for which@QAR found no match while Yahoo! Answers did
In computing the MRR score of Yahoo! Answers as in Equa- are questions (and their corresponding answers) that wsteg
tion 9 using theRR method,r, of questiong in QA-dataset is (up till January 11, 2011) on Yahoo! Answers after its snalléo-
computed using” A-Qs of ¢ as follows: theRR method treats the  setY A-Data was created in October 2007, which is usedjy R
first answer ofY,, as thefirst answer toY” A-Qs, the first answer for question answering, a disadvantage@oi R.
of Yq, as thesecondanswer toY” A-Qs, and so on. Thereatfter,

is defined as the ranking position of tlférst relevant answer 4.3.2 Accuracy of Answer-Ranking

among aII_the ranked answers _in the ordered list. This beessiim- We evaluate thanswer-rankingstrategy ofQ AR and compare
ulates a “jumpy"” user who believes that answers that céinet, its performance with Yahoo! Answers’ counterpart usinghtieR,

no matter to WhICh questions, are alwayster, and thus jumpsbe-  pgk (K € {1,5,10}), and MAP scores of)AR and Yahoo!
tween question threads examining top-ranked answefor each Answers, respectively. Note that the metrics for Yahoo! weis
question thread in the order of the original ranking. were computed using the three alternative strategies,lifel X,

The variants for/ AP and PQK on ranked answers retrieved g pro7, and RR, presented in Section 4.2.3. Each of the met-
by Yahoo! Answers are computed in the same manner as the vari-(jc scores were computed using the ranked archived answée t

ants of M RR. top-10 questions i A-Data (Yahoo! Answers, respectively) re-
. trieved byQ AR (Yahoo! Answers, respectively) for each test ques-
4.3 Performance Evaluation tion in Q A-dataset™.
In this section, we evaluate tligiestion-matchingind answer- The average MRR score @ AR, which is 0.58 (as shown in

ranking strategies of) AR and compare the performance of these Figure 12), reflects that on an averag®a R user is required to
proposed strategies with the ones adopted by Yahoo! Answers

Recall that if an answer (retrieved by eithe@ AR or Yahoo!

4.3.1 Accuracy of Question-Matching Answers) matches thenswer patterrdefined by TREC (is labeled
e ; ) ) as relevant by an independent appraiser, respectivelg)daestion
We determine the accuracy GfAR’s question-matching strat-  (Q in Q A-dataset provided by TREC (TAC, respectively), theh

egy based on the ratio of (up to top-10) archived questids is treated aselevant to Q.
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Yahoo! Answers Yahoo! Answers Yahoo! Answers

Figure 12: (Average) MRR scores achieved by AR and Ya-
hoo! Answers

P@K Scores

QAR

P@K-RR on Yahoo!
Answers

P@K-MAX on
Yahoo! Answers

P@K-STRICT on
Yahoo! Answers

P@K Metrics

Figure 13: (Average) P@K scores achieved bf) AR and Ya-
hoo! Answers

scan through less thawo (=2 ﬁ = 1.72) retrieved ranked an-
swers before locating one that satisfies the informatiord reee
pressed in his/her question. Users of Yahoo! Answers, oottier
hand, are expected to access (on an avethged (= ﬁ =2.32),
four (= 555 = 3.85), andfour (= 54 = 3.33) answers before lo-
cating a relevant one according to the MRR-MAX, MRR-STRICT,
and MRR-RR values, respectively of Yahoo! Answers.

Figure 13 shows the®@QK (K € {1,5,10}) values, each of
which estimates the number of relevant answers that appebei
top-K results retrieved by AR or Yahoo! Answers in response to
a (user’s) question (i@ A-dataset). While Q AR achieves 0.51,
0.44, and 0.34 for P@1, P@5, and P@10, respectively, whith in
cate that on an averaggAR can locateX (€ {1, 5,10}) relevant
answers among the tafi- ranked answers to a new user’s ques-
tion @ 43% (= 2:514£0.1440:34) of the time, Yahoo! Answers (when

considering P@ -MAX which yields the highest P@ score for

0.48

g - | \ 0.09 011
N W N .

Yahoo! Answers Yahoo! Answers Yahoo! Answers

Figure 14: (Average) MAP scores achieved by¥) AR and Ya-
hoo! Answers

not only QAR retrieves aarger number of relevant answers in
response to a user's question, but it also positions theaelen-
swershigher in the ranking than Yahoo! Answers. As a result,
fewer answers are expected to beamined or accessed by a
QAR user than a Yahoo! Answers user in finding relevant ones.

5. CONCLUSIONS

We have introduced) AR, a Community Question Answering
(CQA) refinement system that outperforms Yahoo! Answers4in |
cating archived answers, if they exist, that satisfy thermiation
need expressed in a new user’s questipny) AR applies ablock-
ing approach along with a simple, yet effectigeestion-matching
strategy based on word-correlation factors to identify $ké of
questions@ S that are the same, or related t9,among the mil-
lions provided by Yahoo! Answers. Thereaft€fAR ranks each
archived answen to its corresponding questiad@ 4 in Q.S using
an answer-rankingstrategy, which is based on the similarity be-
tweenA and@), as well as betweed and@ 4, and the length ofi.
The top-10 ranked answers, if there are any, are treatedsagess
to Q.

In developing@ AR, we have solved many of the problems that
currently affect CQA users, which include (i) receiving neaers
at all to a new questiod) and (ii) waiting days for other CQA
users to post answers . Moreover, unlike existing CQA sys-
tems (such as Yahoo! Answerg),AR does not impose an exact-
matching constraint between (words in) CQA questions@nand
thus retrieves (questions and) answers thatelevantto @ even
if they do not use exactly the same wordingstasFurthermore,
QAR retrieves ranked relevant answers@awvithout requiring its
users to browse through CQA archived questions that arehaatc
by CQA systems with respect @, which significantly minimizes
the users’ time and efforts involved in searching for answer).

Yahoo! Answers) accomplishes the same task for an average of We have evaluate@ AR using (i) a set of 300 questions pro-

28% (= 24910-2640:18) of the time. Based on the PI@ values
in Figure 13, we claim tha®) A R consistently outperforms Yahoo!
Answers in terms of retrieving relevant answers to a questidhe
top-K position.

We have also compared the MAP scorestbi R and Yahoo!
Answers using questions @ A-dataset. The average MAP score
of QAR, which is 0.48 (as depicted in Figure 14), shows that on
the averagdive (out of the top-10, if they exist) archived answers
retrieved byQ) AR to a new user’s questiap arerelevant whereas
the best MAP score (i.e., MAP-MAX) of Yahoo! Answers, which
is 0.19, shows that on an average Yahoo! Answers retriedeastt
three lesgelevant answers to a user’s question thaaR. Hence,

vided by the Text Retrieval Conference (TREC) and the TextlAn
ysis Conference (TAC) as new user’s questions, and (ii) riwae
four million questions and their corresponding answersaex¢d
from Yahoo! Answers which serve as the sourc&ofR’s ques-
tions and answers. The conducted experiments have veriifeed t
accuracy of QAR in selectingguestions most similar to a user’'s
question®, in addition to itse f fectiveness in retrieving relevant
archivedanswers to Q. Furthermore, we have compared the per-
formance of@Q A R with the one of Yahoo! Answers, and we have
demonstrated thal AR’s strategy for locating archived answers
is significantly more effective than the strategy adopted&ayoo!
Answers, a major community question-answering system.
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