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ABSTRACT
Community Question Answering (CQA) websites, which archive
millions of questions and answers created by CQA users to provide
a rich resource of information that is missing at web search engines
and QA websites, have become increasingly popular. Web users
who search for answers to their questions at CQA websites, how-
ever, are often required to either (i) wait for days until other CQA
users post answers to their questions which might even be incorrect,
offensive, or spam, or (ii) deal with restricted answer setscreated by
CQA websites due to the exact-match constraint that is employed
and imposed between archived questions and user-formulated ques-
tions. To automate and enhance the process of locating high-quality
answers to a user’s questionQ at a CQA website, we introduce a
CQA refinement system, calledQAR. GivenQ, QAR first re-
trieves a set of CQA questionsQS that are the same as, or sim-
ilar to, Q in terms of its specified information need. Thereafter,
QAR selects as answers toQ the top-ranked answers (among the
ones to the questions inQS) based on various similarity scores
and the length of the answers. Empirical studies, which werecon-
ducted using questions provided by the Text Retrieval Conference
(TREC) and Text Analysis Conference (TAC), in addition to more
than four millions questions (and their corresponding answers) ex-
tracted from Yahoo! Answers, show thatQAR is effective in lo-
cating archived answers, if they exist, that satisfy the information
need specified inQ. We have further assessed the performance
of QAR by comparing itsquestion-matchingandanswer-ranking
strategies with their Yahoo! Answers’ counterparts and verified that
QAR outperforms Yahoo! Answers in (i) locating the set of ques-
tionsQS that have the highest degrees of similarity withQ and (ii)
ranking archived answers toQS as answers toQ.

Categories and Subject Descriptors
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1. INTRODUCTION
During the last few years, web users have been turning to

Community Question-Answering (CQA) websites, such as Yahoo!
Answers (answers.yahoo.com), WikiAnswers (wiki.answers.com),
Naver (naver.com), and AskVille (askville.amazon.com), to look
for and/or provide answers to questions in diverse topics1. A CQA
system exploits the power of human knowledge to satisfy a broad
range of users’ information needs and handles factoid, as well as
complex2, questions which could be very difficult, if not impossi-
ble, to be answered by conventional web search engines or exist-
ing QA systems, such as Ask.com [9]. While this repository pro-
vides a rich resource of information that is missing at popular web
search engines and QA websites, locating answers to a new user’s
questionQ using question-answer pairs archived at CQA websites
is a challenging task. The challenge is caused by using different
wordings in formulating (the same or similar) questions by various
users, which complicates the process of finding relevant archived
answers toQ due to theexact-keyword matching strategy em-
ployed by existing CQA systems on archived questions (answers,
respectively) andQ [9, 28].

We propose to develop a CQA refinement system, denotedQAR,
so that given a new user’s questionQ, QAR identifies closely re-
lated, besides exact-matched, archived questions toQ (in terms of
their information needs) and chooses the highly-ranked archived
answers to the identified questions as the answers toQ. Matched
questions and their corresponding answers retrieved byQAR can
be extracted from any existing CQA website.

To reduce the huge number of comparisons for retrieving closely
related questions toQ, QAR identifies the most representative
termsT , instead of using all the keywords, inQ and employs a
blocking strategywhich selects and ranks archived questions that
contain keywords that exactly match or are highly similar toT .
Thesimilarity matchwhich determines the degree of resemblance

1Web users have contributed millions of answers to questionsat
various CQA websites. As of December 2007, Yahoo! Answers
collected more than 400 million answers to user-posted questions
[28].
2Complex questions are questions inquiring opinions or advice
which yield potentially multiple answers to be ranked [18].



between an archived CQA question andQ is conducted using word-
correlation factors. The answersAs to the highly-resembled archived
questions are ranked using (i) thedegree of similarityof an archived
answerA (in As) andQ, (ii) the degree of similarityof A and its
corresponding archived questionQA, and (iii) the length ofA. The
highest-ranked answers are selected byQAR to generate the set of
answers toQ.

Unlike existing (i) question-matching methodologies [12]which
identify questions that are similar to a new questionQ, (ii) ranking
strategies [25, 28] which determine the quality of answers toQ, and
(iii) CQA systems that require users to browse through and man-
ually choose archived answers as answers toQ, QAR combines
word-correlation factors, question-matching, and answer-ranking
strategies to generate the set of ranked answers toQ. In addition,
QAR solves many of the problems currently encountered by users
of existing CQA systems which include (i) waiting days for other
CQA users to post answers toQ and (ii) receiving no answers toQ.

The proposedQAR fully automates the process of locating high-
quality answers, if they exist, from the millions archived at a partic-
ular CQA website in response toQ, which minimizes its users’ time
and efforts involved in scanning through questions and their corre-
sponding answers retrieved by the CQA website. We have chosen
Yahoo! Answers as the source of archived questions and answers
for QAR, since Yahoo! Answers (i) is one of the most popular
CQA systems these days [18] and (ii) has established a publicly
available dataset which we downloaded and used for conducting a
performance evaluation onQAR.

The remaining of this paper is organized as follows. In Section 2,
we discuss existing question-matching and answer-rankingstrate-
gies. In Section 3, we detail the design ofQAR. In Section 4,
we present the empirical studies conducted for verifying the per-
formance ofQAR. In Section 5, we give a concluding remark.

2. RELATED WORK
In this section, we discuss existing question-matching and

answer-ranking approaches. The former is adopted by CQA sys-
tems to identify the most similar archived questions (in terms of
their information needs) to a new user’s questionQ, whereas the
latter is adopted for ranking archived answers as answers toQ. We
compare these approaches with theirQAR’s counterparts.

Jeon et al. [12] and Xue et al. [29] rely on trained machine-
translation models to find questions that are the same or (semanti-
cally) similar to a user’s questionQ, despite their lexical mismatch.
Besides using archived questions, Xue et al. [29] also consider
the answers to the archived questions in performing the question-
matching task. Wang et al. [27] identify questions similar to Q by
comparing the syntactic tree ofQ and its counterparts constructed
using CQA questions. Cao et al. [6] introduce a question-matching
framework based on the categories of questions (e.g., travel, pol-
itics, or education) archived at a CQA website. The authors first
determine the categoryC to which Q belongs and rank CQA’s
archived questions belonged to the same category asQ that are
similar toQ. Cao et al. also search for archived questions in cat-
egories other thanC to whichQ has a high likelihood of belong-
ing. Unlike the question-matching approaches in [6, 12, 27,29],
QAR avoids any pre-processing steps, which require either train-
ing a machine-translation model, representing (CQA) questions as
syntactic trees, or determining the category to whichQ belongs,
and thus reduces the processing time spent on locating questions
similar toQ. Besides matchingQ with archived questions as in [6,
12, 27, 29],QAR also applies an answer-ranking strategy which
ranks and selects archived answers as answers toQ.

In ranking CQA answers toQ, Suryanto et al. [25] rely on an-

swer features, such as answer lengths and the ratings given to an
answer by CQA users, along with the expertise of the users who
provide answers. Bian et al. [3] take into account (i) user interac-
tion information, such as the number of questions a user asked (an-
swered, respectively) and the number of answers posted by a user,
and (ii) community-based features, which include the positions in
the ranking given to archived answers in Yahoo! Answers, to re-
trieve relevant answers from CQA systems. As opposed toQAR’s
answer-ranking strategy, the ranking methodology in [3] handles
factoid questions only.QAR differs from the user-provided voting
scheme which generates the ranking of archived answers in [25],
sinceQAR’s answer-ranking strategy does not require user’s in-
volvement, is fully automated, and is semantic-driven.

While Jeon et al. [13] analyze the properties of an answer
A, such as the length ofA and the number of votesA receives,
Agichtein et al. [1] consider the structural, textual, and community-
based features ofA, in addition to the quality3 of its corresponding
question.

In [17, 28], the authors identify the best answer to a question
in a CQA system. While Lee et al. [17] develop a weighted vot-
ing scheme based on voter’s credibility, which handles the plurality
voting scheme problem (that is vulnerable due to random or spam
voting) of CQA systems, in choosing the best answer to a ques-
tion, Wang et al. [28] introduce a method based on analogicalrea-
soning that uses (i) a set of user-provided question-answerpairs
in which high-quality, incorrect, and spam answers have been pre-
viously identified and (ii) a Bayesian logistic regression model to
determine a score for each candidate answer to a question. Unlike
QAR’s ranking strategy, the methodologies proposed in [17, 28]
are based on user-feedback information, which may not always be
available.

The existing approaches discussed in this section either locate
similar questions with respect to a given user’s question orrank
answers retrieved by CQA systems, but not both.QAR, on the
other hand, is (to the best of our knowledge) the only approach that
combines these two tasks into a single process.

3. QAR, OUR PROPOSED QA REFINE-
MENT SYSTEM

In this section, we introduceQAR which matches questions
archived in a CQA system with a new user’s questionQ and ex-
tracts and ranks answers to the matched questions as answersto
Q. We first define the word-correlation factors which indicatethe
degree of similarity of any two question/answer keywords, the mea-
sures thatQAR uses for matching questions and ranking answers
(in Section 3.1). Thereafter, we discuss the question-matching
strategy (in Section 3.2) employed byQAR, and introduceQAR’s
answer-ranking strategy (in Section 3.3).

3.1 Word-Correlation Factors
QAR relies on the pre-computed word-correlation factors in the

word-correlation matrix [16] for matching archived questions with,
and ranking answers to,Q. The word-correlation factors were gen-
erated using a set of approximately 880,000 Wikipedia documents
(http://wikipedia.org), and each correlation factor indicates thede-
gree of similarityof the two corresponding words4 based on their

3In defining the quality of a question, Agichtein et al. [1] consider
a variety of semantic features, which include correct use ofpunctu-
ation, misspellings, and grammatical properties, to name afew.
4Words in the Wikipedia documents werestemmed[9] (i.e., re-
duced to their grammatical roots) after all the stopwords [9], such
as articles, conjunctions, and prepositions, which do not play a sig-



(i) frequency of co-occurrenceand (ii) relative distancesin each
Wikipedia document.

Wikipedia documents were chosen for constructing the word-
correlation matrix, since they were written by more than 89,000
authors (i) with different writing styles, (ii) using various termi-
nologies that cover a wide range of topics, and (iii) with diverse
word usage and content. Furthermore, the words in the matrixare
common words in the English language that appear in various on-
line English dictionaries, such as 12dicts-4.0 (prdownloads.source
forge.net/wordlist/12dicts-4.0.zip), Ispell (cs.ucla.edu/geoff/ispell.
html), and BigDict (packetstormsecurity.nl/Crackers/bigdict.gz).

The word-correlation matrix is a 57,908× 57,908 symmetric
matrix, since the word-correlation factorswcf (i, j) andwcf (j, i)
are equal, wherei andj are any two given words, andwcf (i, j)
reflects how closely relatedi andj are, and is defined as

wcf(i, j) =

∑
D∈Wiki

∑
wi∈D

∑
wj∈D

1
d(wi,wj)+1

Ni ×Nj

(1)

whereWiki is the set of Wikipedia documents,wi (wj , respec-
tively) is an occurrence of the wordi (j, respectively) in a Wikipedia
documentD, d(wi, wj) is thedistance, i.e., the number of words,
betweenwi andwj in D such thatd(wi, wj) =∞, if eitherwi /∈D
or wj /∈ D, andNi (Ni, respectively) is the number of times word
i (word j, respectively) appeared inWiki.

Compared with synonyms and related words compiled by Word-
Net (wordnet.princeton.edu) in which pairs of words are notas-
signed similarity weights, word-correlation factors provide a more
sophisticated measure of word similarity. (For an in-depthdiscus-
sion on the word-correlation factors and a comparison with alter-
native correlation measures for determining word-similarity, see
[16].)

Note that in identifying archived questions that are similar to a
new user’s question (as discussed in Section 3.2.2),QAR adopts
a reducedversion of the word-correlation matrix. The reduced
word-correlation matrix contains 13% of the most frequently-
occurring word pairs (based on their frequencies of occurrence in
the Wikipedia documents), which was empirically determined as
discussed in [10], and for the remaining 87% of the less-frequently-
occurring word pairs only exact-matched word-correlationfactor,
i.e., 1, is used. The distribution of the word-correlation factors
among different word pairs in the reduced matrix is illustrated in
Figure 1, which shows that the word-correlation factors that are not
exact matches are in the range of1 × 10−4 and1 × 10−6, and
word pairs with a word-correlation factor no less than1 × 10−4

are treated as highly similar, whereas word pairs with lowerword-
correlation factors are treated as less similar.

3.2 The Question-Matching Strategy
In this section, we discuss the various steps invoked byQAR in

matching archived questions with a new user’s question.

3.2.1 User’s Question Representation
Since users’ questions tend to be lengthy [2],QAR adopts the

features proposed by Bendersky et al. [2] for extracting themost
representative keywords in verbose natural language questions
to capture the information needs specified in a question, which in
turn has a positive impact on the retrieval performance associated

nificant role in representing the content of a document, werere-
moved. As a side-effect, the stopword removal and stemming pro-
cess significantly reduces the number of (key)words to be consid-
ered. From now on, unless stated otherwise, (key)words refer to
non-stop, stemmed words.

Figure 1: Distribution of the word-correlation factors in t he
reduced word-correlation matrix

with verbose queries, i.e., retrieving archived questionssimilar to
a user’s question in our case.QAR weights each keywordK in a
questionQ using the features defined in [2]: (i)K is capitalized
(with the weight of “1") or not (with the weight of “0"), sincea
capitalized keyword is assumed to capture important information
in Q, (ii) the frequency of occurrenceof K in a corpusC, since
frequently occurred terms are assumed to be more representative
of the content ofQ than less-frequent ones, (iii) theinverted doc-
ument frequency(IDF) of K in C, since IDF is commonly used in
information retrieval as a weighting function [23], (iv) the residual
inverted document frequencyof K in C, which is the difference be-
tween the observed IDF and the value predicted by a Poisson model
[8] of K, since the difference reflects the degree of significance of
K in representing the information needs expressed inQ, (v) the
weighted information gain(WIG) of K, since WIG measures the
change in information on the quality of the retrieval in response to
K [31] and serves as an indicator of representative keywords,(vi)
the frequency of occurrenceof K based on the Google unigram
counts [5], which can be a more reliable frequency estimatorthan
the frequency ofK in C, since the latter vary depending on the size
of C, (vii) the numberof timesK appears as part of a question in
C, and (viii) thenumberof timesK is an exact question inC.

To compute a score, i.e.,Rank(K), for each keywordK in Q,
which identifies thedegree of significanceof K in representing the
information need specified inQ, QAR uses theOdds ratio[14]
(Odds for short), which is defined as the ratio of the probability (p)
that an event occurs to the probability (1 -p) that it does not.

Odds(H) =
p(H)

1− p(H)
(2)

whereOdds(H) measures the predictive or prospective support ac-
cording to a hypothesisH by the prior knowledgep(H) alone to
determine the strength of a belief, which is based on the feature
values listed above in our case.

In computingRank(K) of a keywordK in Q, QAR relies on
the product of the feature values computed forK in Q, i.e.,p(H) in
Equation 2, which determines the significance ofK in Q. Since the
feature values are in different numerical ranges,QAR normalizes
the feature values so that each score is bounded between 0 and1,
and they are weighted equally.Rank(K) is defined as

Rank(K) =

∏8
i=1

Featurei(K)
argmaxiFeaturei(K)

1−
∏8

i=1
Featurei(K)

argmaxiFeaturei(K)

(3)

whereFeaturei(K) is theith (1 ≤ i ≤ 8) feature score forK in



Q andargmaxiFeaturei(K) is a function that identifies theith

feature score forK in Q with the highest score which is the nor-
malization factor that bounds the feature scores between 0 and 1.

Having computedRank(K) and based on the analysis that an
average query includes 2.6 terms [24], thetop-3 highest-ranked
keywords ofQ are chosen for representingQ in selecting CQA
questions (see details in Section 3.2.2). Processing the top-3 highly-
ranked keywords, instead of all the (non-)stopwords inQ, signifi-
cantly reduces the question evaluation time ofQ.

3.2.2 Selecting Similar Archived Questions
As previously stated, a CQA system archives millions of ques-

tions and thus it is not practical to compare each question inthe
system with a new user’s questionQ to find archived questions
that matchQ. To avoid computing thedegrees of resemblancebe-
tweenQ and each of the archived CQA questions so that question
processing time can be further minimized,QAR chooses a subset
S of archived questions, if they exist, that have a high degreeof
similarity toQ. In accomplishing this task,QAR applies a block-
ing strategy5 to retrieve CQA questions that include keywords that
eitherexactly matchor arehighly similar to each of the top-3 rep-
resentative keywords inQ. In other words, to include an archived
questionQ’ in S (to yield the subset of questions highly-likely rel-
evant toQ), each of the top-3 keywordsk representingQ either (i)
exactly matches a keyword inQ’ or (ii) the correlation factor of a
keyword inQ’ and k is in the reduced word-correlation matrix (as
defined in Section 3.1).

Pera et al. [21] have verified that by using the reduced word-
correlation matrix, as opposed to the word-correlation matrix in-
troduced in Section 3.1, it is possible to select a subset of items,
i.e., questions in our case, to be evaluated and decrease theitem-
matching processing time without affecting the matching accuracy.

3.2.3 Ordering Matched Questions
Having determined the subsetS of CQA questions that are sim-

ilar to Q, QAR ranks the questions inS to identify the ones with
the highest degree of resemblance toQ. Thedegree of resemblance
betweenQ and each questionQ

′

in S is computed as follows:

Sim(Q,Q
′

) =
n∑

i=1

m∑

j=1

wcf(qi, q
′

j) (4)

wheren (m, respectively) is the number of keywords inQ (Q
′

,
respectively),qi (q

′

j , respectively) is a keyword inQ (Q
′

, respec-

tively), andwcf (qi, q
′

j ) is the word-correlation factor ofqi andq
′

j ,
as defined in Equation 1. Note that all the keywords inQ, not just
the top-3 most representative ones inQ which are simply used to
identify candidate questions, i.e., questions similar toQ, are con-
sidered in computingSim(Q, Q

′

), which should yield a more re-
liable similarity measure compared with using only the top-3 key-
words in questions ofS, a relatively small subset.

The length ofQ
′

can potentially affectSim(Q, Q
′

), since the
longer Q

′

is, thehigher theSim(Q, Q
′

) value could be, which
could create abias in its degree of resemblance toQ. QAR nor-
malizesSim(Q, Q

′

) as follows:

NSim(Q,Q
′

) =
Sim(Q,Q

′

)

m
(5)

5A blocking strategy[15] is a filtering technique which reduces the
potentially very large number of records to be compared [7].

Figure 2: Top-3 questions (out of the top-10) retrieved by Ya-
hoo! Answers in response to the questionQ, “How do you get a
visa to visit Turkey?"

Figure 3: Top-3 questions (among the top-10) retrieved by
QAR for the question Q, “How do you get a visa to visit
Turkey?", in which words that exactly match the top-3 words,
‘visa", “visit", and “Turkey", representing Q are underlined

wherem andSim(Q, Q
′

) are as defined in Equation 4.
Since web search engine users often view only the first 10 re-

trieved results when performing a search [11], we only consider up
to the top-10 CQA questions (inS) with the highestNSim values
as the most (semantically) similar archived questions toQ.

EXAMPLE 1. Consider the questionQ, “How do you get a visa
to visit Turkey?". Both Yahoo! Answers andQAR identify (re-
lated) archived questions forQ. While the first ranked question
retrieved by Yahoo! Answers (on June 30, 2010), as shown in Fig-
ure 2, is “Extending your conscription date in the Turkish Mili-
tary?", which does not match the information needs specifiedin
Q, QAR extracts the first ranked question (as shown in Figure 3),
“Visa for Turkey?", which does. Moreover, the2nd and3rd ques-
tions retrieved by Yahoo! Answers forQ (as shown in Figure 2)
do not matchQ, since the questions were posted by users living
in Turkey who were interested in applying for visas to other coun-
tries. The2nd and3rd questions retrieved byQAR (as shown in
Figure 3), however, are related toQ, since they both inquire infor-
mation on applying for visas to visit Turkey.2

EXAMPLE 2. Consider another questionQE , “How do you re-
move soda stain from carpet?". Figure 4 (Figure 5, respectively)
shows the top-3 (among the top-10) questions retrieved and ranked
by Yahoo! Answers (QAR, respectively) in response toQE. Un-
like the top-3 questions retrieved byQAR, which are highly similar
to QE, since they match the same information need as specified in
QE, the questions retrieved by Yahoo! Answers inquire on how
to remove from a carpet either general stains or curry stains, rather
than soda stains, and thus are not (closely) related to the original
questionQE. 2



Figure 4: Top-3 questions identified by Yahoo! Answers in re-
sponse to the questionQE, “How do you remove soda stain
from carpet?"

Figure 5: Top-3 questions identified byQAR in response toQE,
“How do you remove soda stain from carpet?", in which key-
words that exactly match the top-3 most representative words,
i.e., “soda", “stain", and “carpet", in QE are underlined

Notice that in determining the similarity among questions,QAR
accumulates word-correlation factors, instead of depending on tra-
ditional document similarity measures (e.g., cosine similarity), since
the latter have been shown to perform poorly in handling short
texts, which include very few, if any, overlapping terms [22].

3.3 The Answer-Ranking Strategy
Having determined the setS of the top-10 archived questions

most similar to a new user’s questionQ, QAR proceeds torank
each archived answerA to each question inS to determine its rel-
ative degree of satisfaction in answering (the informationneeds
specified in)Q. To determine the likelihood ofA in answeringQ,
QAR considers (i) the similarity betweenA andQ, i.e.,NSim(A,
Q), (ii) the similarity betweenA and its corresponding question
QA, a question inS, i.e.,NSim(A, QA), and (iii) the length ofA,
denotedLength(A).

As claimed by Tu et al. [26], one of the major challenges in
identifying correct answersAs in response to a user’s questionQ
is the lexical gap betweenQ andAs, which is caused by thetextual
mismatchbetweenQ andAs, i.e., Q includes words that do not
necessarily occur inAs. QAR relies on theword-correlation
factors (introduced in Section 3.1) to determine the similarity
between questions and answers, which relaxes theexact-keyword
matchingconstraint imposed by CQA systems in locating answers
that respond to the information needs specified in a particular ques-
tion. NSim(A, Q) (NSim(A, QA), respectively), as defined in
Equation 5 in which the keywords inQ andQ

′

are the keywords
in A andQ (QA, respectively), indicates to what degreeA satis-
fies the information needs specified inQ (QA, respectively) and is
based on the word-correlation factors of each keyword inA with
respect to each keyword inQ (QA, respectively).

QAR relies onNSim(A, Q), since the highest the similarity

score betweenA andQ, the more likelyA is an archived answer
that satisfies the information needs specified inQ. NSim(A,QA),
on the other hand, reflects the degree of confidence ofA in an-
sweringQA. QAR computes the similarity betweenA and its
corresponding question, as opposed to using the actual ranking de-
termined by the ratio of positive and negative votes given toA by
CQA users, since as stated in [4, 28], while users’ votes can pro-
vide indicators of the quality and readability of an answer,they are
not always reliable due to the existence of bad or fraudulentvotes,
i.e., spam votes. More importantly, Suryanto et al. [25] have veri-
fied that measuring the relevance of an answer using its question is
a better alternative than considering answer attributes, such as the
number of times an answer is recommended by other users or the
number of times a user prints or copies an answer.

QAR also employsLength(A), which returns the number of
keywords inA, as a factor in rankingA with respect toQ, since as
stated and verified in [13], good, i.e., high-quality, answers are usu-
ally longer than bad answers, i.e., spam answers in CQA systems,
which include answers such as “I don’t know" or “Nothing new".

QAR computes a ranking score forA, denotedRankAns(A),
which reflects the relative degree of satisfaction ofA in providing
the information needs expressed inQ. The ranking score is calcu-
lated by combining (the scores of) each of the measures6 previously
described using theStanford Certainty Factor(SCF) [19], which is
a measure that integrates different assessments, i.e., various answer
scores in our case, to determine thestrength of a hypothesis, i.e.,
the effectiveness ofA in answeringQ in our case. The formal def-
inition of SCF is given as follows:

SCF (C) =
SCF (R1) + SCF (R2)

1−Min{SCF (R1), SCF (R2))}
(6)

whereR1 andR2 are two hypotheses that reach the same conclu-
sionC, and SCF is the Stanford certainty factor (i.e., confidence
measure) ofC, which is a monotonically increasing (decreasing)
function of combined assumptions for computing the confidence
measure ofC.

Using the SCF equation,QAR combines the various measures
related toA to yield the overallRankAns score ofA as follows:

RankAns(A) =

NSim(A,Q) +NSim(A,QA) + Length(A)

1−Min{NSim(A,Q), NSim(A,QA), Length(A)}
(7)

Since, as previously stated, it is a common practice for web users
to view only the top-10 retrieved results when performing a search
[11], QAR displays up to the top-10 retrieved answers with the
highestRankAns scores as the answers toQ.

EXAMPLE 3. The top-3 (out of the top-10) ranked answers re-
trieved by Yahoo! Answers7 (QAR, respectively) as answers to
QE in Example 2 are shown in Figure 6 (Figure 7, respectively).
It is clear that the top-3 answers toQE retrieved byQAR satisfy
the information need specified inQE, as opposed to the answers
chosen by Yahoo! Answers, in which onlyone out of the top-3
answers, i.e., Answer 3 in Figure 6, provides an answer that could
6Since the measures employed in computing the ranking score of a
given answer are in different numerical ranges,QAR scales all the
measures using alog10 function so that they are in the same range.
7In identifying the relative order of answers retrieved by Yahoo!
Answers for illustration purposes, we simulate an “intelligent" user
who given a questionQ always selects the most relevant question
with respect toQ retrieved by Yahoo! Answers, a common prac-
tice. See Section 4.2.3 for details.



Figure 6: The top-3 ranked answers selected by Yahoo! An-
swers, which are answers to the archived questions in Figure4

Figure 7: The top-3 ranked answers retrieved byQAR, which
are answers to the archived questions in Figure 5

be considered adequate forQE. More importantly, while the three
answers shown in Figure 7 offer different suggestions for removing
soda stainfrom carpets(as specified inQE), the third answer ex-
tracted by Yahoo! Answers (as shown in Figure 6) discusses how to
remove general stains from carpets, which is less informative and
useful than the answers retrieved byQAR. 2

EXAMPLE 4. Consider the questionQI , “Do you know any
dishes for someone who is a celiac?". As shown in Figure 8, Ya-
hoo! Answers retrieves a single archived question in response to
QI , which does not match the information need specified inQI ,
since the retrieved question inquiries on suggested dishesto serve
for a dinner party.QAR, on the other hand, identifies archived
questions which match the same information need as specifiedin
QI , including keywords similar to “dishes", i.e., “ingredients" and
“recipes", and exactly-matched keyword “celiac" inQI (see the
top-3 archived questions shown in Figure 9). In fact, each ofthe
top-10 answers retrieved byQAR in response toQI is relevant to
QI , which include suggested recipes for those who suffer from the
celiac disease. The top-3 answers retrieved byQAR in response to
QI are shown in Figure 10.2

4. EXPERIMENTAL RESULTS
In this section, we first introduce the datasets and metrics used

for assessing the performance ofQAR (in Sections 4.1 and 4.2,
respectively). Thereafter, we detail the empirical studies conducted
for verifying the effectiveness ofQAR in (i) matching archived
questions with a new user’s questionQ (in Section 4.3.1) and (ii)
retrieving and ranking archived CQA answers which serve as an-
swers toQ (in Section 4.3.2).

4.1 Datasets
As mentioned in the introduction, we consider the Yahoo! An-

swers Comprehensive Questions and Answers dataset [30], de-

Figure 8: An archived question retrieved by Yahoo! Answers in
response to questionQI , “Do you know any dishes for someone
who is a celiac?"

Figure 9: Top-3 archived questions retrieved byQAR in re-
sponse to questionQI , “Do you know any dishes for someone
who is a celiac?", in which keywords that exactly-match or are
highly similar to the keywords representingQI , i.e., “celiac"
and “dishes", are underlined

notedY A-Data, as thesourceof questions and answers used by
QAR for matchinga new user’s questionQ andranking(retrieved)
archived answers as answers toQ. Y A-Data consists of 4,483,032
questions (and their corresponding answers) collected by Yahoo!
Answers as of October 2007. In addition to each questionQ and
its answers, the dataset contains metadata ofQ which indicates the
best answer toQ.

BesidesY A-Data, we have followed the evaluation strategy
presented in [3] by considering another set of 300 questions, de-
notedQA-dataset. The questions inQA-dataset play the role
of new users’ questionsfor objectively evaluating the effectiveness
of the question-matchingand answer-rankingstrategies ofQAR
and Yahoo! Answers (for comparison purpose), respectively. QA-
dataset consists of questions provided by the 2004 Text Retrieval
Conference, TREC (http://trec.nist.gov/data/qa/t2004_qadata.html),
in addition to a subset of “squishy", i.e., opinion, questions pro-
vided by the Opinion QA task of the 2008 Text Analysis Confer-
ence, TAC (http://www.nist.gov/tac/data/index.html). The (squishy)
questions provided by TAC refer to various topics covered inthe
Blog06 document collection, i.e., a collection of blog posts down-
loaded from the Web between December 2005 and February 2006.
Since Yahoo! Answers does not address all the topics coveredin
Blog06, we included, as part ofQA-dataset, the TAC questions
for which their corresponding topics are covered in Yahoo! An-
swers. During the performance evaluation process, while archived
questions and answers retrieved byQAR in response to each ques-
tion inQA-dataset came fromY A-Data, the corresponding sets
of questions and answers retrieved by Yahoo! Answers were ex-
tracted directly from the current Yahoo! Answers website with
questions and answers archived up till January 11, 2011.

4.2 Evaluation Metrics
To evaluate the performance ofQAR (Yahoo! Answers, re-

spectively) in matching questions and ranking answers, we rely on
well-known information retrieval measures that includeAccuracy,
Mean Reciprocal Rank, Precision at K, andMean Average Preci-



Figure 10: Top-3 archived answers retrieved byQAR, which
are answers to the archived question in Figure 9

sion, which are commonly used for assessing the performance of a
CQA system [3, 28, 29].

4.2.1 Accuracy on Question Matching
To assess the effectiveness ofQAR (Yahoo! Answers, respec-

tively) in identifying archived CQA questions that are the same as
(or closely related to) a new user’s questionQ, we evaluate the
accuracy of the question-matching strategy ofQAR (Yahoo! An-
swers, respectively) using theaccuracy ratiodefined below.

Accuracy =
Number_of_Related_Questions

Number_of_Retrieved_Questions
(8)

whereNumber_of_Retrieved_Questionsis the number of questions
retrieved byQAR (Yahoo! Answers, respectively)8 andNumber_
of_Related_Questions is the number of questions that are rele-
vant9 toQ.

4.2.2 Assessing the Answer Ranking Strategy
To determine therelevance of the answers retrieved (ei-

ther by QAR or Yahoo! Answers) for each TREC ques-
tion in QA-dataset we rely on the answer patterns
(http://trec.nist.gov/data/qa/2004_qadata/04.patterns.zip) provided
by TREC, which are also used in [3]. The answer patternP of
a TREC questionQ, which is asequence of phrases, is com-
pared against each of the answersA retrieved by eitherQAR or
provided by Yahoo! Answers in response toQ. If there is a (string)
match between any phrase inP and the keywords inA, thenA is la-
beled asrelevanttoQ; otherwise,A is labeled asnon-relevanttoQ.
The tens of questions inQA-dataset provided by TAC are opin-
ion questions that are subjective by nature and thus their relevance
cannot be determined the same as TREC in which answer patterns
are provided. As a result, we rely onindependent appraisersto
determine the (non-)relevance of each answer retrieved byQAR
(Yahoo! Answers, respectively) in response to its corresponding
TAC question inQA-dataset.

To measure theranking of archived CQAanswersextracted by
QAR (Yahoo! Answers, respectively), which have been identified

8As stated in Section 3.2.3, we consider only (up to) the top-10
most similar (or same) questions retrieved with respect to auser’s
question, if they are available.
9To the best of our knowledge, there is no dataset which can serve
as benchmark data that identify the relevance of a set of questions
with respect to another one. We rely onindependent appraisers
who manually examined each of the top-10 questionsQ

′

retrieved
by Yahoo! Answers (QAR, respectively) for eachQA-dataset
questionQ to determine the relevance ofQ

′

with respect toQ.

asrelevantanswers to a new user’s question byQAR (Yahoo! An-
swers, respectively) earlier, we rely on well-known ranking mea-
sures as defined below.

Mean Reciprocal Rank (MRR)

TheMRR of the ranked answers retrieved (by eitherQAR or
Yahoo! Answers) is the averaged sum of the ranking values foreach
(new user’s) questionQ such that each ranking value is either the
reciprocal of the ranking position of thefirst relevantanswer among
the top-10 retrieved answers toQ, if it exists, or 0, otherwise.

MRR =
1

|Qr|

∑

q∈Qr

1

rq
(9)

whereQr is the set of questions inQA-dataset, |Qr| is the total
number of questions inQr, q is one of the questions inQr, andrq
is the (position in the) rank of thefirst relevantanswer toq, if it
exists.

Precision at K (P@K)

TheP@K value [20] quantifies the top-K ranked answers to a
(new user’s) questionQ in terms of their relevance with respect to
Q, which measures the overall user’s satisfaction with the top-K
results.

P@K =
1

|Qr|

∑

q∈Qr

|Rq |

K
(10)

whereK (= 1, 5, and 10 in our study, which evaluate the relevance
of the answers retrieved at thetop, in themiddle, andoverall in
the ranking, respectively) is the (pre-defined) number of retrieved
answers to be considered,Qr, |Qr| andq are as defined in Equa-
tion 9, and|Rq| (1 ≤ |Rq| ≤ K) is the number of top-K retrieved
answers that are relevant toq.

Mean Average Precision (MAP)

The MAP metric evaluates the (i)average precisionof the
retrieved answers and (ii)effectivenessof the ranking approach
adopted byQAR (Yahoo! Answers, respectively), which should
position higher in the ranking the answers with higher degree of
relevance to the corresponding question.MAP is defined as

MAP =
1

|Qr|
×

∑

q∈Qr

∑N

r=1 P@r × rel(r)

|Rq|
(11)

where|Qr| andq are as defined in Equation 9,|Rq | (1 ≤ |Rq | ≤
10) is as defined in Equation 10,N (1 ≤ N ≤ 10) is the number
of answers retrieved forq, r is a position in the ranking (from 1 up
till 10, the largest possible value),rel(r) is a binary function of ‘1’
or ‘0’, which indicates the relevance or non-relevance of the rth

ranked answer, respectively, andP@r is theprecision(as defined
in Equation 10 without restrictingK being 1, 5, or 10 only) at the
given cut-off rankr.

The ideal value ofMAP is 1, which indicates that all the re-
trieved answers are relevant to its corresponding question, and the
closerMAP is to 1, the better the retrieval and ranking perfor-
mance of the corresponding (CQA) system is.



4.2.3 Baseline Evaluation Metrics Using Yahoo! An-
swers

We evaluate the quality of the answers retrieved byQAR and
compare their results with the ones retrieved by Yahoo! Answers.
Yahoo! Answers relies on the votes assigned to archived answers
casted by Yahoo! Answers users such that thebestanswer to an
archived questionQ

′

is positioned at thetop of the answer list and
the subsequentanswers toQ

′

are ranked in decreasing order ac-
cording to the number of votes they received. Since in response for
eachQA-dataset questionQ, Yahoo! Answers provides a list of
archived questions with respect toQ, denotedY A-Qs, i.e.,YQa ,
YQb

, . . ., YQx , and their corresponding answers, i.e.,Y 1
Qa

, . . .,
Y n
Qa

, Y 1
Qb

, . . ., Y m
Qb

, . . ., Y 1
Qx

, . . ., Y z
Qx

, we consider multiple al-
ternatives for calculatingMRR, P@K, andMAP values of the
answers retrieved by Yahoo! Answers, as suggested in [3], which
are defined below.

MRR-MAX

In applying Equation 9 to compute the MRR score of Yahoo!
Answers using theMAX method,rq of questionq in QA-dataset
is thehighest ranking position among the ranking positions of
the first relevant answerto each questionYQa , YQb

, . . ., YQx in
Y A-Qs of q. This baseline simulates an “intelligent" user who
always selects the highest-ranked relevant answer to the most rele-
vant question (inY A-Qs) retrieved by Yahoo! Answers.

MRR-STRICT

Using Equation 9 to compute the MRR score of Yahoo! Answers
based on theSTRICT method,rq of questionq in QA-dataset
is theaverageof the ranking positions of thefirst relevant answer
to each questionYQa , YQb

, . . ., YQx in Y A-Qs of q. This base-
line simulates a user who “follows" the ranking of the retrieved
questions and answers given by Yahoo! Answers and examines
retrieved question threads and their corresponding answers in the
order they were originally ranked.

MRR-RR (Round Robin)

In computing the MRR score of Yahoo! Answers as in Equa-
tion 9 using theRR method,rq of questionq in QA-dataset is
computed usingY A-Qs of q as follows: theRR method treats the
first answer ofYQa as thefirst answer toY A-Qs, the first answer
of YQb

as thesecondanswer toY A-Qs, and so on. Thereafter,rq
is defined as the ranking position of thefirst relevant answer
among all the ranked answers in the ordered list. This baseline sim-
ulates a “jumpy" user who believes that answers that comefirst,
no matter to which questions, are alwaysbetter, and thus jumps be-
tween question threads examining thetop-ranked answerfor each
question thread in the order of the original ranking.

The variants forMAP andP@K on ranked answers retrieved
by Yahoo! Answers are computed in the same manner as the vari-
ants ofMRR.

4.3 Performance Evaluation
In this section, we evaluate thequestion-matchingandanswer-

rankingstrategies ofQAR and compare the performance of these
proposed strategies with the ones adopted by Yahoo! Answers.

4.3.1 Accuracy of Question-Matching
We determine the accuracy ofQAR’s question-matching strat-

egy based on the ratio of (up to top-10) archived questionsAQ

Figure 11: Accuracy ratios of QAR and Yahoo! Answers in
identifying questions that are the same or semantically similar
to each question inQA-dataset

(among the ones inY A-Data) extracted byQAR in response to
each questionQ in QA-dataset that were identified as relevant by
the independent appraisers whomatched the information needs
specified inAQ andQ. According to the experimental results,
QAR achieves an average of 70% accuracy in matching archived
questions. Furthermore,QAR’s question-matching strategy, which
is based onword-correlation factors, outperforms its counterpart
adopted by Yahoo! Answers, which is based onexact-keyword
matching, by 26% (see Figure 11). The average question-matching
accuracy achieved by Yahoo! Answers, which is 44% and is based
on the judgments of the same group of individual appraisers who
evaluatedQAR’s matched questions, indicates that on the average
4 out of 10 questions retrieved by Yahoo! Answers for a question
Q in QA-dataset are the same or related toQ, as opposed to the7
out of 10 retrieved byQAR.

We have observed that out of the 300QA-dataset test ques-
tions used in the empirical study,QAR found at least one (rel-
evant) match for 30 more questions inQA-dataset than Yahoo!
Answers did. In addition, 29% of the questions (out of a totalof
31) for whichQAR found no match while Yahoo! Answers did
are questions (and their corresponding answers) that were posted
(up till January 11, 2011) on Yahoo! Answers after its smaller sub-
setY A-Data was created in October 2007, which is used byQAR
for question answering, a disadvantage forQAR.

4.3.2 Accuracy of Answer-Ranking
We evaluate theanswer-rankingstrategy ofQAR and compare

its performance with Yahoo! Answers’ counterpart using theMRR,
P@K (K ∈ {1, 5, 10}), and MAP scores ofQAR and Yahoo!
Answers, respectively. Note that the metrics for Yahoo! Answers
were computed using the three alternative strategies, i.e., MAX,
STRICT , andRR, presented in Section 4.2.3. Each of the met-
ric scores were computed using the ranked archived answers to the
top-10 questions inY A-Data (Yahoo! Answers, respectively) re-
trieved byQAR (Yahoo! Answers, respectively) for each test ques-
tion inQA-dataset10.

The average MRR score ofQAR, which is 0.58 (as shown in
Figure 12), reflects that on an average aQAR user is required to

10Recall that if an answerA (retrieved by eitherQAR or Yahoo!
Answers) matches theanswer patterndefined by TREC (is labeled
as relevant by an independent appraiser, respectively) fora question
Q in QA-dataset provided by TREC (TAC, respectively), thenA
is treated asrelevant toQ.



Figure 12: (Average) MRR scores achieved byQAR and Ya-
hoo! Answers

Figure 13: (Average) P@K scores achieved byQAR and Ya-
hoo! Answers

scan through less thantwo (∼= 1
0.58

= 1.72) retrieved ranked an-
swers before locating one that satisfies the information need ex-
pressed in his/her question. Users of Yahoo! Answers, on theother
hand, are expected to access (on an average)three(∼= 1

0.43
= 2.32),

four (∼= 1
0.26

= 3.85), andfour (∼= 1
0.30

= 3.33) answers before lo-
cating a relevant one according to the MRR-MAX, MRR-STRICT,
and MRR-RR values, respectively of Yahoo! Answers.

Figure 13 shows theP@K (K ∈ {1, 5, 10}) values, each of
which estimates the number of relevant answers that appear in the
top-K results retrieved byQAR or Yahoo! Answers in response to
a (user’s) question (inQA-dataset). While QAR achieves 0.51,
0.44, and 0.34 for P@1, P@5, and P@10, respectively, which indi-
cate that on an averageQAR can locateK (∈ {1, 5, 10}) relevant
answers among the top-K ranked answers to a new user’s ques-
tionQ 43% (= 0.51+0.44+0.34

3
) of the time, Yahoo! Answers (when

considering P@K-MAX which yields the highest P@K score for
Yahoo! Answers) accomplishes the same task for an average of
28% (= 0.40+0.26+0.18

3
) of the time. Based on the P@K values

in Figure 13, we claim thatQAR consistently outperforms Yahoo!
Answers in terms of retrieving relevant answers to a question at the
top-K position.

We have also compared the MAP scores ofQAR and Yahoo!
Answers using questions inQA-dataset. The average MAP score
of QAR, which is 0.48 (as depicted in Figure 14), shows that on
the averagefive (out of the top-10, if they exist) archived answers
retrieved byQAR to a new user’s questionQ arerelevant, whereas
thebest MAP score (i.e., MAP-MAX) of Yahoo! Answers, which
is 0.19, shows that on an average Yahoo! Answers retrieves atleast
three lessrelevant answers to a user’s question thanQAR. Hence,

Figure 14: (Average) MAP scores achieved byQAR and Ya-
hoo! Answers

not onlyQAR retrieves alarger number of relevant answers in
response to a user’s question, but it also positions the relevant an-
swershigher in the ranking than Yahoo! Answers. As a result,
fewer answers are expected to beexamined or accessed by a
QAR user than a Yahoo! Answers user in finding relevant ones.

5. CONCLUSIONS
We have introducedQAR, a Community Question Answering

(CQA) refinement system that outperforms Yahoo! Answers in lo-
cating archived answers, if they exist, that satisfy the information
need expressed in a new user’s questionQ. QAR applies ablock-
ing approach along with a simple, yet effectivequestion-matching
strategy based on word-correlation factors to identify theset of
questionsQS that are the same, or related to,Q among the mil-
lions provided by Yahoo! Answers. Thereafter,QAR ranks each
archived answerA to its corresponding questionQA in QS using
an answer-rankingstrategy, which is based on the similarity be-
tweenA andQ, as well as betweenA andQA, and the length ofA.
The top-10 ranked answers, if there are any, are treated as answers
toQ.

In developingQAR, we have solved many of the problems that
currently affect CQA users, which include (i) receiving no answers
at all to a new questionQ and (ii) waiting days for other CQA
users to post answers toQ. Moreover, unlike existing CQA sys-
tems (such as Yahoo! Answers),QAR does not impose an exact-
matching constraint between (words in) CQA questions andQ, and
thus retrieves (questions and) answers that arerelevantto Q even
if they do not use exactly the same wordings asQ. Furthermore,
QAR retrieves ranked relevant answers toQ without requiring its
users to browse through CQA archived questions that are matched
by CQA systems with respect toQ, which significantly minimizes
the users’ time and efforts involved in searching for answers toQ.

We have evaluatedQAR using (i) a set of 300 questions pro-
vided by the Text Retrieval Conference (TREC) and the Text Anal-
ysis Conference (TAC) as new user’s questions, and (ii) morethan
four million questions and their corresponding answers extracted
from Yahoo! Answers which serve as the source ofQAR’s ques-
tions and answers. The conducted experiments have verified the
accuracy of QAR in selectingquestions most similar to a user’s
questionQ, in addition to itseffectiveness in retrieving relevant
archivedanswers to Q. Furthermore, we have compared the per-
formance ofQAR with the one of Yahoo! Answers, and we have
demonstrated thatQAR’s strategy for locating archived answers
is significantly more effective than the strategy adopted byYahoo!
Answers, a major community question-answering system.
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